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The Japanese sword is a weapon peculiar to Japan. The present study is concerned with the joint between tohshin (blade) and tsuka (hilt) of the Japanese sword. Only one mekugi-take (retaining peg made of bamboo) with about 5mm in diameter holds the tang in the hilt. However a slender mekugi might not be broken, even in the case of violent sword-fighting. This fact has been historically demonstrated in many battles by Japanese swords. In this study it is examined theoretically and experimentally from the viewpoint of impact engineering why a mekugi used in Tachi and Katana may not be broken. As a result, it is found that such a strong force as breaking a mekugi-take does not act on it, because of the location of mekugi-ana (a hole for mekugi) in the tang, which has been made in the Japanese sword by following the traditional code of sword-smiths.
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1. INTRODUCTION

The Japanese sword is a weapon peculiar to Japan. What we call the Nippon toh (the Japanese sword) includes various forms of blades such as Ken, Naginata and Yari in addition to the more common Tachi, Katana, Wakizashi and Tantoh. These swords except Ken and Yari are single-edged weapons for slashing, cutting and stabbing. The Japanese sword must fulfill the three functional requirements of not breaking, not bending and cutting well, as well as being an aesthetic work of craftsmanship. The sugata and sori (graceful shape and curve), the changes in the jihada (blade surface) and hamon (temper patterns) of the Japanese sword make it a work of art. In the past, the Japanese sword was valued for its utility as a weapon, but nowadays it is an artwork of typical traditional crafts in Japan [1–5].
The Japanese sword is interesting not only from the viewpoint of traditional crafts of arts, but also from the aspect of modern science and technology because the way of making and its functionality in weapon are really consistent with science [6–8]. The present study is concerned with the joint between toshin (blade) and tsuka (hilt) of the sword. Only one mekugi-take (retaining peg made of bamboo) with about 5 mm in diameter holds the tang in the hilt. However the slender mekugi might not be broken, even in the case of severe sword-fighting. This fact has been historically demonstrated in many battles by Japanese swords.

So far we have examined it with models of the Japanese sword [9, 10]. In this study, it is investigated with an actual Tachi theoretically and experimentally from the viewpoint of impact engineering why a mekugi used in Japanese swords may not be broken even in the violent sword-fighting.

2. TACHI AND KATANA IN THE JAPANESE SWORD

There are Tachi, Katana, Wakizashi, Tanto, Ken, Naginata and Yari in the Japanese sword. Classification of the blade in the Japanese sword is depicted in Fig. 1. From the Heian period (11th century) through the early part of the Muromachi period (14th century), Tachi was worn slung from the waist with edge-side downwards. Tachi usually have a high curvature (sori), and the length of blade is more than 60.6 cm (2 syaku), usually 65–80 cm. Here, syaku is an old Japanese unit to measure length. Katana came into widespread use in the middle of the Muromachi period (15th century) and was in use until the very end of the Edo period (19th century). Katana is 60.6 cm long or more, but usually somewhat shorter than Tachi. In contrast to Tachi, Katana is worn thrust edge upwards through the belt. Swords in length between 30.3 cm (1 syaku) and

![Fig. 1. Classification of the Japanese sword.](image-url)
60.6 cm are called *Wakizashi*, and was worn on the waist like *Katana*. During the Edo period, a *wakizashi* was worn with a *katana* as a *dai-sho* (a pair of large and small swords). Swords shorter than 30.3 cm are called *Tantoh*.

It is said that the curved and ridged blade familiar to us as *shinogi-zukuri tachi* came into existence in the middle of the Heian period (11th century). The cross section of *shinogi-zukuri* blade is illustrated in Fig. 2. A bar of core steel (*shingane*) with low carbon content wrapped by hard skin steel (*kawagane* and *hagane*) with high carbon content goes through the forging process. This process is called *tsukurikomi*, and the combination of two or three kinds of different steels with different carbon content produces the characteristic of the Japanese sword. Thus such a combination of different kinds of steel results in the nonuniform distribution of carbon in the cross section and this duplex structure gives the sword high strength, toughness and ductility. After rough shaping, the sword is transferred to the final process of quenching or hardening (*yakiire*). Before *yakiire*, a kind of clay (*yakiba-tsuchi*) is coated on the surface of the blade to control the heat transfer intensity. The coated clay is thick on the ridge while thin on the edge part. During the quenching process, the regions near the cutting edge are transformed from unstable austenite to martensite, while other regions remain pearlite and ferrite structure. Consequently, temper patterns (*hamon*) appear at the border of those parts, and the graceful curved shape peculiar to the Japanese sword is generated at the same time.

![Fig. 2: Tukurikomi, a) Koubuse, b) Honsannmai, c) Shihouzume.](image)

The traditional mounting of the Japanese sword for practical use is called *koshirae*. *Koshirae* consist of a lacquered wooden scabbard, a wrapped and braided hilt, sword guard and other decorative metal fittings. Figure 3 shows a dismantled Japanese sword of *koshirae*. Only one *mekugi-take* (retaining peg made of bamboo) with about 5 mm in diameter holds the tang in the hilt, therefore the Japanese sword with *koshirae* is easily dismantled by merely pulled out.
a mekugi-take. Considering that the swords were used in the battle of violent sword-fighting, this simply traditional technique is astonishing from the viewpoint of assembly technology.

3. Impact Behaviour of Tachi Blade

Figure 4 shows a tachi used in the present study: a) a tachi with koshirae, b) dismantled parts, and c) a tachi blade. The blade is 700 mm (2syaku 3zunn) long with 19.5 mm (7bu) of curvature (sori). For the sake of safety in experiments, the sharp edge of the blade is dulled such as the thickness of edge end approximately 0.2 mm. Main dimensions of the tachi blade are shown in Fig. 5.
In the actual sword-fighting the sword is supposed to be subjected to various impact forces at different positions of the blade. The schematic of experiments performed in this study is shown in Fig. 6. A *tachi* blade hung vertically by cotton string from a frame is subjected to an impact force by a copper striking bar (1000 mm in length and 10 mm in diameter). The impact force incident to the sword and the variation of displacement with time at each location along the axis of a blade are measured.

The incident forces measured in experiments are shown in Fig. 7 by solid and broken curves, which were obtained by impacting the striker with an impact velocity of 2.6 m/s to the position of 100 mm and 350 mm from *kissaki* (blade
point) of the blade, respectively. The diagrams of force vs. time were given by a measuring method using two strain gauges, which makes it possible to eliminate the effect of reflect waves from the opposite free end of a striker [11]. The waves of two incident forces are different from each other due to the impacted position.

On the other hand, the fluctuation of displacement with time at each location along the axis of the blade was measured by making use of a CCD laser displacement sensor (KEYENCE, LK-G155). Figure 8a and b show the variations

![Diagram](image-url)

**Fig. 8.** Variation of displacement with time at each location: a) impact position of 100 mm from Kissaki, b) impact position of 350 mm from Kissaki.
of the displacement with time, including the rigid body displacement, when the impact forces shown in Fig. 7 were applied on each position of 100 mm and 350 mm from kissaki of the blade, respectively. The numerical value on each curve indicates a distance from kissaki. In addition the whole movement of the blade is illustrated above the figures.

By taking off the rigid body displacements from those displacement curves, the oscillation curves were obtained. Figure 9a and b show the oscillation of the displacement at the location of 10 mm, 765 mm, and 880 mm from kissaki, which correspond to the vicinity of kissaki, the location of mekugi-ana, and the vicinity of nakago-jiri (the end of the tang), respectively. In both cases of the impacted positions of 100 mm and 350 mm, the displacement amplitude at the

![Fig. 9. Oscillation of displacement at each position: a) impact position of 100 mm from Kissaki, b) impact position of 350 mm from Kissaki.](image)
The location of mekugi-ana becomes small compared to one at other locations. The amplitude at each location of the blade is presented in Fig. 10 for both cases of the impacted positions of 100 mm and 350 mm. It can be seen that the distribution of the displacement amplitude along the axis of a blade is similar in spite of the differences of the impact position and the incident force. The amplitude at the vicinity of kissaki and nakago-jiri is large, but it becomes comparatively small at the neighborhood of machi (notch on the boundary between the blade and the tang).

Fig. 10. Distribution of amplitudes for impact positions of 100 mm and 350 mm from Kissaki.

Numerical simulations were also carried out, based on the incident forces given in Fig. 7. As was stated previously, the structure of a sword blade is heterogeneous and composite. However, the velocity of elastic stress waves is determined only by elastic modulus $E$, density $\rho$ and Poisson’s ratio $\nu$, and the difference in these elastic values of ferric materials is small. Therefore, a series of numerical simulations for a sword model made of a single material with $E = 206$ GPa, $\rho = 7.85 \cdot 10^3$ kg/m$^3$ and $\nu = 0.29$, were carried out by using a code of LS-DYNA.

A three-dimensional finite element mesh division of the sword is represented in Fig. 11, where the division is made for a half-part in the width direction due to symmetry. Figures 11a and 11b respectively denote the whole region and the enlarged part near the blade tip (Kissaki) and the tang (Nakago). The total number of the elements used in the model is 8,916, and that of the nodes is 12,600.
Figure 12 shows the comparison between the experimental results (circles) and the numerical results (curves) concerning the displacement amplitude at each location of a tachi blade. The numerical results show good agreement with the experimental ones.

If a mekugi-take is not easily broken even in the severe sword-fighting, it seems reasonable that the amplitude would have a certain minimum value just at the location of mekugi-ana. However, as seen in Figs. 10 and 12, the minimum
amplitude is at the neighborhood of \textit{machi}. This may be by reason of only a blade, that is, a \textit{tachi} without \textit{koshirae}. Therefore in order to inspect the effect of \textit{koshirae} such as \textit{tsuka} (hilt), \textit{tsuba} (sword guard) and other metal fittings on the displacement amplitudes, a \textit{tachi} with \textit{koshirae} was also examined in the same manner.

4. \textsc{Tachi with Koshirae}

Figure 13 shows a \textit{tachi} with \textit{koshirae}, which is the traditional mounting of the Japanese sword for practical use, and consist of a lacquered wooden scabbard, a wrapped and braided hilt, a sword guard and other metal fittings such as a \textit{habaki} and a pair of \textit{seppa}.

![Tachi with Koshirae](image)

Fig. 13. \textit{Tachi with Koshirae}, and dimensions.

Figure 14a shows the variation of the displacement with time at each location of a \textit{tachi} with \textit{koshirae}, which is subjected to an impact force at the position of 10 cm from \textit{kissaki} by a striker bar. The numerical value on each curve indicates a distance from \textit{kissaki}. Then by subtracting the rigid body displacement from those displacement curves, the oscillation curves at the locations of \textit{kissaki}, \textit{mekugi-ana} and \textit{tsuka-gashira} (the end of the hilt) of the \textit{tachi} with \textit{koshirae} were obtained as shown in Fig. 14b.

Based on those results, the distribution of the amplitude at each location of the \textit{tachi} with \textit{koshirae} was obtained as shown by solid circles in Fig. 15. In order to compare the case of the \textit{tachi} blade to the case of the \textit{tachi} with \textit{koshirae}, the results on the blade presented in Fig. 10 are plotted by open circles in addition. It can be seen that the displacement amplitude for the \textit{tachi} with \textit{koshirae} becomes to the minimum just at the location of a \textit{mekugi-ana}, while the minimum amplitude for the case of only a blade stands at the vicinity of \textit{machi}.

The position of a \textit{mekugi-ana} (a hole for \textit{mekugi}) has been determined by following the individual traditional code of sword-smiths in the Gokaden (the five traditions of sword making) and their schools. It is found from the present study, in which a Bizen style blade was employed, that such strong forces as
Fig. 14. Impact responses of Tachi with koshirae: a) variation of displacement with time at each location, b) oscillation of displacement.

Fig. 15. Comparison of amplitudes for Toshin (tachi blade) and Tachi with koshirae.
breaking a *mekugi-take* would not act on it in the Japanese sword made by the traditional code of sword-smiths.

5. **Concluding remarks**

In this study it is examined with an actual *tachi* from the viewpoint of impact engineering why a *mekugi* used in Japanese swords may not be broken even in the violent sword-fighting. As a result, it is found in the *tachi* with *koshirae* (practical mounting) that such a strong force as breaking a *mekugi-take* would not act on it, by reason of the location of *mekugi-ana* (a hole for *mekugi*) in the tang, which has been made in the Japanese sword by following the traditional code of sword-smiths.
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This paper presents new experimental data on AISI 1045 steel from the NIST pulse-heated Kolsky Bar Laboratory. The material is shown to exhibit a stiffer response to compressive loading when it has been rapidly preheated, than it does when it has been heated using a slower preheating method, to a testing temperature that is below the eutectoid temperature. It is argued, using a simple model for heat generation in the workpiece and the tool during machining, due to Tlusty, that this work has important implications for the modelling of high-speed machining operations. Based on the experimental data, a modification is recommended of the well-known Johnson-Cook constitutive model of Jaspers and Dautzenberg for this material, in order to achieve improved predictions of the peak cutting temperature in machining.

\textbf{Key words:} high-speed machining, thermal modelling, AISI 1045 steel, Kolsky bar.

\section{Introduction}

High-speed machining processes can cause extremely rapid plastic deformation and heating of the work material. If this material is a carbon steel, a small region of thickness on the order of 10 $\mu$m is deformed plastically in the primary shear zone, to a strain on the order of 100\%, at a strain rate on the order of 10,000 s$^{-1}$, on a time interval on the order of 10 $\mu$s. Subsequently, the material is subjected to additional large plastic strain in the secondary shear zone for a time on the order of 1 ms. During this small cutting time, the work material undergoes a change in temperature on the order of magnitude
of 1000°C. Thus, a heating rate on the order of one million degrees Celsius per second is not uncommon for iron-carbon alloys of interest in manufacturing (see, e.g., [13]). Under such extreme conditions, there can be insufficient time for thermally-activated processes, such as solid-solid phase transformations, dislocation annealing, and grain growth, to produce changes in the microstructure of the material that occur on significantly longer time scales; see e.g., [11]. This means that unique non-equilibrium superheated microstructural states can be present during high-speed machining operations, with the result that the material flow stress can differ significantly from that which is measured under equilibrium high-temperature conditions. This poses a major challenge for modelling the constitutive response of these materials for use in finite-element simulations of rapid machining operations; see, e.g., [5]. The focus of this paper is on the measurement and modelling of the constitutive response of AISI 1045 steel, for use in the study of high-speed machining operations, and in particular, for finite-element analysis (FEA) simulations of these processes, because this approach is gaining wide use among both academic researchers and manufacturers.

In the thesis of Jaspers [8], a systematic effort was made, for a number of metals of interest in manufacturing, first to identify the conditions of the workpiece material during a high-speed metal cutting operation, and second to develop material testing methods that could reproduce these conditions as closely as possible. A result of this work was the publication of what is arguably the most often used constitutive model for AISI 1045 steel [9], a five-parameter phenomenological Johnson-Cook model [10]. In the same paper, a six-parameter Zerilli-Armstrong model for the material was also published. Even though Jaspers concluded that this model provided a better fit to the experimental data than did the Johnson-Cook model, and even though the Zerilli-Armstrong model is better motivated from a scientific point of view, this model is mathematically more complicated than the Johnson-Cook model, and it is harder to fit experimentally. As a result, it is less widely available and less widely used in FEA simulations of machining processes. For these reasons, and for reasons that will become clear in what follows, attention in this paper will be focused on the Johnson-Cook model for AISI 1045,

\[ \sigma(\varepsilon, \dot{\varepsilon}, T) = (A + B\varepsilon^n)(1 + C\ln\dot{\varepsilon})(1 - T^*m), \]

where the effective true stress is expressed as a simple product of functions of the effective true strain, strain rate, and temperature, respectively. The homologous temperature \( T^* \) is given by the nondimensional formula \( T^* = (T - T_r)/(T_f - T_r) \), where \( T \) is the temperature of the material in degrees Celsius, \( T_r = 20^\circ C \) is the reference temperature, and \( T_f = 1490^\circ C \) is the melting temperature of the
MODELLING THE PEAK CUTTING TEMPERATURE...

The parameters that were determined in [8, 9] for AISI 1045 are as follows:

\[
A = 553.1 \text{ MPa}, \quad B = 600.8 \text{ MPa}, \quad C = 0.0134, \\
n = 0.234, \quad m = 1.0.
\]

In this paper, new experimental data are presented on AISI 1045 steel from the NIST pulse-heated Kolsky Bar Laboratory [12]. It is shown that, when the material has been preheated to a temperature that is below the eutectoid temperature (723°C), it exhibits a stiffer response to compressive loading when it has been rapidly preheated, i.e., heated to a uniform temperature in a few seconds, than it does when it has been preheated using a slower method, as was done in the thesis work of Jaspers [8]. It is argued, using a simple model for heat generation in machining due to Tlustý [13], that this work has important implications for the modelling of high-speed machining operations. Based upon this work, a modification is recommended of the well-known Johnson-Cook constitutive model of Jaspers and Dautzenberg [9] for this material, in order to achieve improved predictions of the peak cutting temperature in finite-element analysis simulations of high-speed metal cutting operations.

In the next section, a brief review is given of some thermal imaging data that were taken during continuous chip formation in some steady-state orthogonal cutting experiments. Following this, a brief discussion is provided of Tlustý’s model. The fourth section presents some relevant NIST pulse-heated Kolsky bar data to provide a possible explanation for why the Jaspers and Dautzenberg models underpredicted the temperature in the machining simulations. The final section uses these data to discuss a possible modification of the Johnson-Cook model for application to high-speed machining processes, along with some discussion and conclusions.

2. REVIEW OF ANALYTICAL AND EXPERIMENTAL TOOL-CHIP INTERFACE TEMPERATURE RESULTS

In a series of steady-state orthogonal cutting experiments on AISI 1045 steel that were performed at NIST [6], the temperature field along the tool-chip interface was measured under conditions of continuous chip formation. In four sets of these experiments, all of the cutting parameters were kept the same, except for the uncut chip thickness; see Table 1. Assuming conditions of plane strain and material incompressibility, the chip velocity was calculated, and then the net thermal flux \( \Phi \) that exited a control volume surrounding the cutting region was estimated for each of the four sets of experiments. Assuming the net thermal energy flux was equal to the total mechanical power led to an estimate for the specific cutting energy \( K_s \) in the system,
\[ \Phi = F_c v_c = K_s h b v_c. \]

Here, \( F_c \) is the cutting force, \( v_c = 3.7 \text{ m/s} \) is the cutting speed, and \( b = 1.5 \text{ mm} \) is the chip width. For the four different uncut chip thicknesses, \( h = 23 \text{ mm} \), \( h = 31 \text{ mm} \), \( h = 40 \text{ mm} \), and \( h = 48 \text{ mm} \), it was found that the specific cutting energy was nearly constant, with \( K_s \approx 2400 \text{ N/mm}^2 \).

Table 1. Data from four sets of orthogonal cutting experiments; \( h \) and \( h_c \) are, respectively, the uncut and cut chip thicknesses, \( b \) is the chip width, and \( v_c \) is the cutting speed.

<table>
<thead>
<tr>
<th>No</th>
<th>( h ) [( \mu \text{m} )]</th>
<th>( h_c ) [( \mu \text{m} )]</th>
<th>( b ) [mm]</th>
<th>( v_c ) [m/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48</td>
<td>160</td>
<td>1.5</td>
<td>3.7</td>
</tr>
<tr>
<td>2</td>
<td>40</td>
<td>145</td>
<td>1.5</td>
<td>3.7</td>
</tr>
<tr>
<td>3</td>
<td>31</td>
<td>125</td>
<td>1.5</td>
<td>3.7</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>100</td>
<td>1.5</td>
<td>3.7</td>
</tr>
</tbody>
</table>

In the same study, a transient advection-diffusion model for the temperature distribution in orthogonal metal cutting, which was originally developed by Boothroyd [2], and subsequently improved upon by Tlusty [13], was used to calculate the temperature field in the chip and in the tool for the same four sets of orthogonal cutting parameters, using a finite-difference numerical method. The stress in this model is determined directly from the specific cutting energy, and it does not depend upon the temperature. The model allowed for heat transport into both the tool material and uncut workpiece material. While these comparatively simple finite-difference calculations did not accurately reproduce the temperature contours measured in the cutting experiments, they gave remarkably good predictions of the peak temperature along the tool-chip interface; see Fig. 1.

In a subsequent study [7], the commercial finite-element software package ABAQUS [1] was used to model the temperature in these experiments. Using both the Johnson-Cook and the Zerilli-Armstrong material response models for AISI 1045 that had been developed specifically for computer simulations of metal-cutting operations by Jaspers (see [9]), it was found that the simulations underpredicted the peak tool-chip interface temperature by hundreds of degrees Celsius; see Fig. 2.

The comparisons of the finite-difference and finite-element analysis results with the experimental data support the hypothesis that there is insufficient time for thermal softening mechanisms to have much effect on the work material in the cutting region during high-speed machining, so that the material has a stiffer response than is predicted using standard constitutive models. In the present study, suggestions are made as to how to modify the Johnson-Cook constitutive model to achieve improved temperature predictions.
Fig. 1. Experimentally measured peak tool-chip interface temperatures compared with predictions of these temperatures using Tlusty’s method; error bars denote an overall uncertainty (2σ) of ±52°C in the data [6].

Fig. 2. Experimentally measured peak tool-chip interface temperatures compared with predictions of these temperatures by means of finite-element analysis.

3. Tlusty’s advection-diffusion model

The finite-difference model for the tool-work material interface temperature, as presented by Tlusty [13], assumes that there are two heat sources, and that heat is transported by conduction in the direction normal to the tool-chip interface, and by mass transfer along with the work material in the direction of chip flow along the tool face. The first source of heating is represented by the
shearing power, $P_s$, which arises from rapid dissipation by plastic deformation in the primary shear zone; this zone is modelled as a planar surface. This surface is assumed to be at a constant, uniform temperature, $T_s$. This temperature can be calculated using the following expression,

$$h b v_c \rho c (T_s - T_r) = P_s = F_s v_s.$$  

(3.1)

Here, $h$ and $b$ are the depth of cut and chip width, respectively, as already specified in the preceding section; $v_c$ is the cutting speed; $\rho = 7800$ kg/m$^3$ and $c = 474$ J/(kg-K) are, respectively, the density and specific heat of the workpiece material; $T_r = 20^\circ C$ is the reference temperature; $F_s$ is the shearing force; and $v_s$ is the shearing speed. The second source is the friction power, $P_f$, which is generated by friction along the chip-tool interface in the secondary shear zone, which is also modelled as a planar surface. The model for $P_f$ is based on experimental tool pressure measurements [4]. Assuming that the orthogonal cutting parameters are known, including the friction angle $\beta$, the friction power $P_f$ can be determined once $F_s$ is known. Following Tluszy [13], in [6] it was assumed that the friction angle $\beta = 16.7^\circ$ (i.e., $\tan(\beta) = 0.3$). Thus, Tluszy’s model predicts the tool-chip interface temperature by using the conditions on the primary shear plane, together with a model for the pressure along the tool chip interface. Furthermore, Tluszy’s model predicts a shear plane temperature of approximately 600$^\circ$C in AISI 1045 steel, and to a first approximation, this is independent of $h$, $b$, and $v_c$.

Now, suppose that the specific cutting energy for the material, $K_s$, is unknown. Then another method to calculate the shear force on the primary shear plane is to use the shear flow stress,

$$F_s = \tau_s L_s b.$$  

(3.2)

In Eq. (3.2), $\tau_s$ is the shear stress on the primary shear plane, $L_s$ is the length of the primary shear plane, and $b$ is the chip width. Thus, given the orthogonal cutting parameters, if there is a good constitutive response model available for the stress in the work material, the cutting forces and temperatures of interest can be predicted using this simple model. Suppose that the constitutive response model for the effective true stress is given by the Johnson-Cook model, Eq. (1.1). Then, according to the von Mises criterion (see, e.g., Childs et al. [5]),

$$\tau_s = \sigma(\varepsilon, \dot{\varepsilon}, T) / \sqrt{3}.$$  

(3.3)

One way to interpret the results obtained in [6] using Tluszy’s model is that the value of the temperature that should be used in Eq. (3.3) is approximately 600$^\circ$C. A new experimental measurement of $\tau_s$ for AISI 1045, at a temperature that is close to 600$^\circ$C, is discussed in the next section.
4. NIST pulse-heated Kolsky bar data

The split-Hopkinson pressure bar (SHPB), which is also called the Kolsky bar, is an experimental system that is widely used to determine the constitutive response of materials under conditions of rapid plastic deformation. A number of techniques have been developed for preheating a sample prior to impact testing in a Kolsky bar. The parameters for the Johnson-Cook constitutive model for AISI 1045 steel (Eqs. (1.1) and (1.2)), that was fit in the paper of Jaspers and Dautzenberg [9], were determined in part using data from a Kolsky bar apparatus, in which the samples were pre-heated in situ using a gas furnace, for a time on the order of a hundred seconds, to a temperature of up to 600°C, prior to loading in compression. At the National Institute of Standards and Technology, a unique SHPB facility has been in operation for several years. This laboratory combines a precision-engineered Kolsky bar and a controlled DC electrical pulse-heating system. The flow stress can be measured in samples that have been rapidly pre-heated to temperatures on the order of 1000°C, in a time on the order of one second, at heating rates of up to 6,000°C s\(^{-1}\), and then rapidly loaded in compression at strain rates up to 10\(^4\) s\(^{-1}\) [12].

4.1. AISI 1075

In recent work [3], pulse-heated compression test results on AISI 1075 steel were reported. The purpose of the experimental study was to investigate the magnitude of the difference in material strength that occurs in a carbon steel due to a transformation from the stronger bcc pearlitic structure to a structure that includes the less-strong fcc austenitic structure. The test samples had been carefully heat treated prior to testing, so that they had a uniform pearlitic microstructure. The particular alloy AISI 1075 was chosen for this study because it has the lowest austenization temperature, 723°C, among the carbon steels. In these tests, which were performed at a nominal strain rate of 3500 s\(^{-1}\), each sample was pulse-heated to the test temperature within 2 s, held at temperature for a further 2.5 s, and then mechanically deformed to a true strain of approximately 0.25 to 0.35 within the next 100 µs. At temperatures above the austenization temperature (723°C) of the material, a nonequilibrium phase transformation from pearlite to austenite was observed to take place. At temperatures below the transformation temperature in this material, it was found that the material exhibited a stiffer response than is typically found in carbon steels. By fixing the value of the strain at 0.1, and the strain rate at 3500 s\(^{-1}\) in the Johnson-Cook model, Eq. (1.1), it was shown that the experimental results could conveniently be summarized by the following expression for the effective true stress vs. the temperature,

\[
\sigma(T) = 1140 \times (1 - T^m) \quad [\text{MPa}].
\]
What is interesting about these data is that, for experiments in which the material had been preheated to a temperature below the eutectoid temperature, a value of $m = 1.6$ was found to provide a good fit of the model in Eq. (4.1) to the data. This contrasts with the fact that typically, for carbon steels, SHPB tests in which the sample has been preheated more slowly prior to loading in compression, it is found that $m = 1.0$ (see, e.g., [9, 10]). Furthermore, for experiments in which the sample had been preheated to a temperature above the eutectoid, a value of $m = 0.7$ was found to provide a good fit of the model in Eq. (4.1) to the data. Thus, a Johnson-Cook type of model was found to be too simplistic to provide an overall good fit to the data. In addition, for the data on tests which were performed with preheating to a temperature below the eutectoid, a value of the thermal-softening parameter $m$ greater than one is very interesting, because it supports the hypothesis that thermal-softening effects are less than would be expected to be found in experiments performed with a slower method of preheating the sample. This raises the question, does AISI 1045 steel exhibit a similar behaviour when it is pulse-heated, and then loaded in compression?

4.2. AISI 1045

Iron alloys with a smaller percentage of carbon, such as AISI 1045 steel, are used much more frequently than a spring steel like AISI 1075 in manufacturing processes that involve high-speed machining operations. As discussed in Sec. 3, Tlusty’s model predicts a shear plane temperature of approximately $600^\circ$C in AISI 1045, which is below the lowest eutectoid temperature for an iron-carbon system. Could it be that one of the reasons that Tlusty’s model outperformed the finite-element simulations in [7], in particular using the Jaspers-Dautzenberg fit to the Johnson-Cook model for AISI 1045, is that the actual material has a stiffer response, when it is rapidly heated to a temperature below the eutectoid, than was measured by Jaspers and Dautzenberg using their SHPB system? In other words, just as was described for AISI 1075 in the preceding section, does a value of the thermal-softening parameter $m$ in the Johnson-Cook model that is greater than one provide a better fit to the pulse-heated experimental data than the value $m = 1$ reported in [9]? (Recall that a larger value of $m$ corresponds to less thermal softening in Eq. (1.1)).

Figure 3 gives a plot of the true shear stress vs. true strain data from a pulse-heated Kolsky bar test that was performed at a nominal strain rate of $3600 \, s^{-1}$. In this test, the sample was heated to a temperature of $640^\circ$C (with $\pm 2\sigma$ uncertainty of $\pm 20^\circ$C) in approximately one second, and then it was held at that temperature for approximately 6.2 seconds prior to compressive loading. Also shown in the figure are the uncertainty bounds ($\pm 2\sigma$) on the measurements
Fig. 3. Data (solid curve) from compression test of a AISI 1045 steel sample that had been pulse-heated to 640°C, and then plastically deformed, at a true strain rate of 3600 s⁻¹; uncertainty bounds (±2σ) on true shear stress vs. true strain measurements are also plotted. (see [12]). The same experimental data are plotted again in Fig. 4, along with two fits to the data, both obtained using the model of Jaspers and Dautzenberg at the same strain rate and temperature, but with $m = 1$ in the lower curve, and $m = 1.7$ in the upper curve. It is clear that the case with $m = 1.7$ provides a better fit to the experimental data, which means that the material exhibits
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Fig. 4. Same data (solid curve) as in Fig. 3 are plotted, together with corresponding true shear stress vs. true strain values of the Johnson-Cook model for AISI 1045 of Jaspers and Dautzenberg; in the upper (dashed), and lower (dot-dashed) curves, $m = 1.7$ and $m = 1$, respectively.
a stiffer response to loading after it has been rapidly pulse-heated. Thus, this may provide at least a partial explanation for why Tlusty’s method performed so much better in predicting the peak temperature along the tool-chip interface for the experiments that were reported in [6].

5. Discussion and Conclusions

Experimental data on AISI 1045 steel have been presented, which show that the material exhibits a stiffer response when it has been pulse-heated, instead of preheated by a slower method, to a temperature below the eutectoid, prior to a dynamic SHPB compression test. These new data, together with the discussion of Tlusty’s model in Sec. 3, imply that, for machining simulations, a value of $m = 1.7$, instead of $m = 1$, and a value of the temperature on the order of 600°C, are preferable for the Johnson-Cook model, Eq. (1.1), for FEA simulations of high-speed machining of AISI 1045. The work presented here supports the hypothesis that there is insufficient time for many significant microstructural changes to occur in the material during a high-speed machining operation. Thus, this may help to explain why the finite-element simulations of orthogonal cutting tests on this material were found to underpredict the peak temperatures measured in corresponding orthogonal cutting experiments [7].

As a final observation, the true shear stress vs. true shear strain data from Fig. 3 are plotted again in Fig. 5, along with the two plots of the Johnson-Cook model for AISI 1045 of Jaspers and Dautzenberg, where the maximum

![Figure 5](image-url)

**Fig. 5.** Same data (solid curve) as in Fig. 3, plotted with values of the Johnson-Cook model for AISI 1045 of Jaspers and Dautzenberg, for true shear strains up to 2.0; it is assumed that $n=0$ for effective true plastic strains greater than 1.0.
strain is extended to 2.0, which is of the correct order for machining. For effective true strains greater than 1.0, it is assumed that there is no additional strain-hardening, i.e., \( n = 0 \); see Childs et al. [5]. This figure emphasizes that modelling of high-speed machining operations usually requires large extrapolations from data that have been obtained using currently available experimental methods, which typically means Kolsky bar (SHPB) tests. Ideally, constitutive data for machining simulations ought to be determined by means of some carefully designed cutting experiments.
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In the paper a new proposition of an energy-based hypothesis of material effort is introduced. It is based on the concept of influence functions introduced by Burzyński [3] and on the concept of decomposition of elastic energy density introduced by Rychlewski [18]. A new proposition enables description of a wide class of linearly elastic materials of arbitrary symmetry exhibiting strength differential effect.
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1. INTRODUCTION

The aim of the paper is to introduce a new proposition of a limit condition for anisotropic bodies. In Sec. 2 the foundations of the energy-based hypothesis of material effort proposed by Rychlewski is briefly discussed, while the further parts of the paper are devoted to presentation of the own proposition of the authors. In Sec. 3 a new proposition of the energy-based hypothesis of material effort is presented. The introduction of the influence functions plays essential role by accounting for the asymmetry of elastic range. Then the detail discussion of failure criteria specified for some chosen elastic symmetries is provided. The important from practical point of view case of plane orthotropy is studied and the possibilities of specification of the yield criterion in this case are discussed.
Finally, the case of isotropic solid is studied. The specification of influence functions reveals that the earlier discussed case of the criterion accounting for the influence of the Lode angle or in particular the classical Burzyński criterion can be obtained.

Our approach to the problem of the formulation of a limit condition yields from the energy-based concepts of Burzyński [3] and Rychlewski [18]. It distinguishes, however in accounting for the asymmetry of the elastic range, which manifests itself in the difference of the values of yield strength in tension and compression performed with use of the specimen cut out of anisotropic material in any direction. This is the so-called strength differential effect, discussed e.g. by Drucker [4] or Spitzig, Sober and Richmond [20]. Among other earlier formulations of the limit criteria accounting for anisotropy (Mises [11], Hill [7]), strength differential effect (Drucker–Prager [5], Bigoni–Piccolroaz [2]) or both of those features (Hoffman [8], Tsai–Wu [24], Theocaris [23]) the criteria derived from the hypothesis that the measure of material effort is the density of elastic energy accumulated in an anisotropic solid have the following advantages:

- physical interpretation as a combination of energy densities connected with certain energetically independent stress states,
- general treatment of the linear elastic anisotropy due to application of the spectral decomposition of elasticity tensors.

2. Theoretical foundations of energy-based approach

In the linear theory of elasticity an important role is played by certain fourth order tensors, namely compliance tensor $C$, stiffness tensor $S$ and limit state tensor $H$. First two tensors appear in the generalized Hooke’s law as a linear operators mapping the space of symmetric second order tensors into itself $\mathcal{S} \rightarrow \mathcal{S}$

$$
\begin{align*}
\mathbf{\sigma} &= \mathbf{S} \cdot \mathbf{\varepsilon} \\
\mathbf{\varepsilon} &= \mathbf{C} \cdot \mathbf{\sigma} \\
\mathbf{C} : \mathbf{S} &= \mathbf{S} : \mathbf{C} = \mathbf{I}^S \\
\end{align*}
$$

where $\mathbf{\sigma}$ is the Cauchy stress tensor, $\mathbf{\varepsilon}$ is the symmetric part of the gradient of small displacements (infinitesimal strain tensor) and $\mathbf{I}^S$ is an identity operator in the space of symmetric second order tensors. The limit state tensor $\mathbf{H}$ appears in the quadratic form of a limit state condition, which constitutes a constraint on the range of stresses for which the Hooke’s law is valid

$$
\mathbf{\sigma} \cdot \mathbf{H} \cdot \mathbf{\sigma} \leq 1.
$$
If we consider Levy-Mises flow rule associated with the limit condition of the type as shown above then the constitutive relations between an increment of plastic strain and stress state is expressed by the limit state tensor $H$ which acts as an linear operator on $\dot{\varepsilon}$:

$$\dot{\varepsilon}^{p} = \dot{\lambda} H \cdot \sigma.$$  

Finally the stiffness and compliance tensors appear in the expression for the elastic energy density as a quadratic forms

$$\Phi = \frac{1}{2} \sigma \cdot C \cdot \sigma = \frac{1}{2} \varepsilon \cdot S \cdot \varepsilon.$$  

One can see that each of these three tensors $C$, $S$ and $H$ can be treated both as a linear operator and a quadratic form. Unless none of the so-called “locked” stress or strain states as well as the safe stress states are taken into consideration all quadratic forms $\sigma \cdot C \cdot \sigma$, $\varepsilon \cdot S \cdot \varepsilon$, $\sigma \cdot H \cdot \sigma$ are positive definite and symmetric.

Tensors $C$, $S$ and $H$ have internal symmetries characterized by the symmetry group

$$\tilde{\sigma}_{4} = \{\langle 1, 2, 3, 4 \rangle, \langle 2, 1, 3, 4 \rangle, \langle 1, 2, 4, 3 \rangle, \langle 3, 4, 1, 2 \rangle\}.$$  

which ensures existence of real eigenvalues of those operators. According to the classical theorem on the spectral decomposition of a linear operator each of the considered fourth rank tensors can be represented in the following form [17, 19]:

$$S = \lambda_{1} P_{1} + \lambda_{2} P_{2} + \cdots + \lambda_{\rho} P_{\rho} = \lambda_{I} (\omega_{I} \otimes \omega_{I}) + \cdots + \lambda_{VI} (\omega_{VI} \otimes \omega_{VI}),$$

$$C = \frac{1}{\lambda_{1}} P_{1} + \frac{1}{\lambda_{2}} P_{2} + \cdots + \frac{1}{\lambda_{\rho}} P_{\rho} = \frac{1}{\lambda_{I}} (\omega_{I} \otimes \omega_{I}) + \cdots + \frac{1}{\lambda_{VI}} (\omega_{VI} \otimes \omega_{VI}),$$

$$H = \frac{1}{h_{1}} R_{1} + \frac{1}{h_{2}} R_{2} + \cdots + \frac{1}{h_{\chi}} R_{\chi} = \frac{1}{h_{I}} (h_{I} \otimes h_{I}) + \cdots + \frac{1}{h_{VI}} (h_{VI} \otimes h_{VI}),$$  

where $\omega_{K}$ and $h_{K}$ are the second order tensors representing the eigenstates corresponding with the $K$-th eigenvalue of the considered operators and $P_{K}$ and $R_{K}$ are orthogonal projectors on the corresponding eigensubspaces. The expression of the linear operators $C$, $S$, $H$ as a linear combination of orthogonal projectors is unique. It is not so in case of the decomposition into the scaled sum of dyads of the eigenstates. In case of multidimensional eigensubspaces the basis of the eigenstates in such subspace can be done arbitrary in an infinite number of ways.
If the elasticity tensors and the limit state tensor are coaxial then they have the same eigensubspaces and thus the same orthogonal projectors, however even then they may still have different eigenvalues. If any eigensubspace of one of those tensors is not an eigensubspace of the other one but it is still a direct sum of eigenspaces of this second tensor then we call those tensors as being compatible. Even in case when elasticity tensors and limit state tensor are not coaxial but they are still compatible, there exists such a basis in which each of those tensors can be expressed as a linear combination of dyads of the same set of eigenstates. It can be also shown that if two tensors are compatible and all of their eigensubspaces are one-dimensional, then they are coaxial.

According to the theorems of algebra for any quadratic form, there exists a bilinear form which is polar to the considered quadratic form \[6\]. The linear space of the symmetric second order tensors becomes an euclidean space when a scalar product is defined in it. Rychlewski \[18\] has used the theorem on the simultaneous reduction of two quadratic forms \(\sigma \cdot C \cdot \sigma\) and \(\sigma \cdot H \cdot \sigma\) to their canonical forms, assuming that the scalar product is defined as:

\[
\sigma_1 \cdot \sigma_2 = \sigma_1 \cdot C \cdot \sigma_2 = \sigma_2 \cdot C \cdot \sigma_1 \\
\sigma_1 \perp \sigma_2 \iff \sigma_1 \cdot \sigma_2 = 0
\]

(2.7)

to formulate the following theorem:

**Theorem 1:** Rychlewski’s theorem \[18\].

For every elastic material defined by its compliance tensor \(C\) and limit state tensor \(H\), there exist exactly one energetically orthogonal decomposition of the linear space of symmetric second order tensors \(\mathcal{I}\):

\[
\mathcal{I} = \mathcal{H}_1 \oplus ... \oplus \mathcal{H}_\chi, \quad \chi \leq 6,
\]

(2.8)

\[
\mathcal{H}_\alpha \perp \mathcal{H}_\beta \quad \text{for} \quad \alpha \neq \beta
\]

and exactly one set of pairwise unequal constants

\[
h_1, ..., h_\chi, \quad h_\alpha \neq h_\beta \quad \text{for} \quad \alpha \neq \beta
\]

(2.9)

such that, for an arbitrary stress state \(\sigma\)

\[
\sigma = \sigma_1 + ... + \sigma_\chi, \quad \sigma_\alpha \in \mathcal{H}_\alpha
\]

(2.10)

the measure of material effort given by formula (2.2) is equal

\[
\sigma H \sigma = \frac{1}{h_1} \Phi(\sigma_1) + ... + \frac{1}{h_\chi} \Phi(\sigma_\chi)
\]

(2.11)
where

\begin{equation}
\Phi(\sigma_1) + \ldots + \Phi(\sigma_x) = \Phi(\sigma) = \frac{1}{2} \sigma \cdot C \cdot \sigma
\end{equation}

is the total elastic energy density.

Let us remind that none of the so-called “locked” stress or strain states (corresponding with the zero Kelvin modulus) are allowed in this case since the operator used for the definition of the scalar product must be positive definite. We will call the limit condition of form (2.11) the Rychlewski limit condition. If only a single stress state component \( \sigma_\alpha \) (from the decomposition (2.10)) occurs in the limit condition (2.11) then it can be rewritten in the following form:

\begin{equation}
\Phi(\sigma_\alpha) = h_\alpha.
\end{equation}

The quantity \( h_\alpha \) can be interpreted as a limit value of the energy density corresponding to the specified stress state \( \sigma_\alpha \).

Rychlewski has interpreted the scalar product defined in (2.7) in terms of energy - one can note that in case of any two stress states which are orthogonal in the sense of the considered scalar product, the work performed by one of the stress state through strains respective for the other one are equal zero:

\begin{equation}
\sigma_1 \cdot \sigma_2 = \sigma_1 \cdot C \cdot \sigma_2 = 0 \quad \Rightarrow \quad L = \frac{1}{2} \varepsilon_1 \cdot \sigma_2 = \frac{1}{2} \sigma_1 \cdot \varepsilon_2 = 0.
\end{equation}

In general, tensors \( C \) and \( H \) are independent – in [9] an energy-based limit condition for solids of cubic elasticity and orthotropic limit state is discussed. If \( C \) and \( H \) are coaxial (they have the same eigensubspaces) then the decomposition of \( S \) into eigensubspaces of each of those tensors is the same in both cases and the stress states \( \sigma_\alpha \) are the eigenstates of the stiffness and compliance tensors as well as of the limit state tensor. Then decomposition of elastic energy density (2.12) takes the following form:

\begin{equation}
\Phi(\sigma) = \Phi(\sigma_1) + \ldots + \Phi(\sigma_\rho) \quad \rho \leq 6,
\end{equation}

where stress states \( \sigma_1, \ldots, \sigma_\rho \) are both orthogonal and energetically orthogonal. It is the only such decomposition of the energy density in which mutually energetically orthogonal states are also mutually orthogonal in sense of classical definition of the scalar product. We call it the main decomposition of the elastic energy density. Examples of the limit criteria based on the main decomposition of elastic energy density for cubic symmetry and transversal isotropy can be found in [12].
3. New proposition of an energy-based hypothesis of material effort

Authors’ proposition of a limit condition for pressure-sensitive materials of arbitrary symmetry, exhibiting strength differential effect will be now introduced. Making use of the innovative idea of Burzyński we can modify Rychlewski’s yield condition (2.11) in a way similar to the one in which Burzyński modified classical yield condition by Maxwell–Huber [18], namely by taking into account only parts of the specified energy densities, defining their contribution to the total measure of material effort by multiplying their values by a proper functions of the stress state in the corresponding subspace – let’s call them influence functions $\eta_{\alpha}$

$$\eta_1 \Phi(\sigma_1) + \ldots + \eta_\chi \Phi(\sigma_\chi) = 1, \quad \sigma_\alpha \in \mathcal{H}_\alpha, \quad \chi \leq 6,$$

where

$$\Phi(\sigma_1) + \ldots + \Phi(\sigma_\chi) = \Phi$$

is the total elastic energy density and

$$\sigma_1 + \ldots + \sigma_\chi = \sigma, \quad \sigma_\alpha \in \mathcal{H}_\alpha,$$

$$\mathcal{H}_1 \oplus \ldots \oplus \mathcal{H}_\chi = \mathcal{I}$$

is any decomposition of the strain and stress state space $\mathcal{I}$ into direct sum of mutually energetically orthogonal tensor subspaces $\mathcal{H}_\alpha$. The introduced influence functions should be interpreted as a scaling parameters (weights) describing the contribution of each term of energy density into the measure of material effort according to the current stress state. The clue difference between the newly introduced proposition and the Rychlewski’s criterion (2.11) is that

\textit{the coefficients of the linear combination of the energy densities are not constant (only material dependent) parameters but they are also functions of the current stress state.} In this way they take into account various modes of the stress states belonging to the corresponding subspace. The influence functions play then the role of the stress mode indicators.

In particular one can consider a special case in which the decomposition (3.3) coincide with the decomposition of $\mathcal{I}$ into eigensubspaces of the elasticity tensors. If the influence functions are constant scalar parameters then the proposed limit condition is equivalent to the generalized quadratic limit condition (2.2) and the special case mentioned above occurs when the limit tensor $H$ is coaxial with the elasticity tensors. Such choice of the decomposition of $\mathcal{I}$ seems to be the most natural one of all possible energetically orthogonal decompositions of $\mathcal{I}$ since it is the only one which is both energetically orthogonal and orthogonal.
3.1. Assumptions on influence functions

Following assumptions are made for the influence functions.

**Interpretation of the value of influence functions at the limit state**

If, under certain load, only a single term of energy occurs in the limit condition, then the influence function defines the limit value of the elastic energy density corresponding with the considered stress and strain state:

\[
\phi_{\alpha}^{\text{lim}} = \frac{1}{\eta_{\alpha}}
\]

**Domain of the influence functions**

It seems natural that, to keep mutual independence of all terms of the condition, each influence function \( \eta_{\alpha} \) should depend only on the projection of a stress state \( \sigma \) on the tensor subspace \( \mathcal{M}_{\alpha} \), this means on \( \sigma_{\alpha} \).

\[
\eta_{\alpha} = \eta_{\alpha}(\sigma_{\alpha}) \quad \text{(no summation!)}
\]

**Isotropy of the influence functions in their domains**

Since \( \eta_{\alpha} \) is a scalar function of a tensor argument one should expect that in practical calculations it is expressed in terms of components or invariants of \( \sigma_{\alpha} \). To define it by components of \( \sigma_{\alpha} \) one should chose certain basis in the corresponding subspace which in case of multidimensional subspaces can be done arbitrary in the infinite number of ways. This purely mathematical operation distinguishes certain stress states (basis states) among an infinite number of eigenstates belonging to that subspace and it has no physical sense. This is why functions \( \eta_{\alpha} \) are assumed to be isotropic in the subspace in which they are defined – according to the theorem on the representation of the scalar isotropic functions, they can be expressed in terms of invariants of corresponding stress projection

\[
\eta_{\alpha}(\sigma_{\alpha}) = \eta_{\alpha}(I_1(\sigma_{\alpha}); I_2(\sigma_{\alpha}); I_3(\sigma_{\alpha})).
\]

The arguments of influence functions could be also any other invariants of \( \sigma_{\alpha} \) – i.e. its principal values, its norm etc. If the considered space is one-dimensional then each invariant is proportional to the measure of projection (or its power) of the stress state onto the considered space – thus this measure should be the only argument of the influence function.

**Influence functions in subspaces of deviators**

If the considered eigensubspace is a space of deviators then \( I_1(\sigma_{\alpha}) = 0 \) and \( I_2(\sigma_{\alpha}) \) is proportional to the corresponding energy density. This indicates that in fact it is the third invariant of stress tensor deviator which makes the qualitative distinction between various deviators belonging to the same subspace.
It is strictly connected with abstract angles in multidimensional subspace of deviators – a kind of curvilinear coordinates in the considered subspace. Lode angle is an example of such parameter in case of isotropy. In case of one-dimensional deviatoric subspaces influence function is a constant parameter which is equal the inversion of the limit value of the energy density respective for this state.

3.2. Failure criterion specification for chosen elastic symmetries

Let us now present a few examples of the general specification of the discussed proposition of a limit condition. It is assumed that the considered energetically orthogonal decomposition of the linear space of symmetric second order tensors is the one respective for the spectral decomposition of the stiffness and compliance tensor – then the proposed limit condition is a combination of terms of the main decomposition of the elastic energy density with unequal, stress state dependent weights.

3.2.1. Plane orthotropy. Energetic character of the considered hypothesis makes it easy to formulate the failure criterion in case of plane stress/strain state. Omitting description of a total plane anisotropy (lack of any symmetry) we will now discuss general plane orthotropy. Spectral decomposition of the plane orthotropic elasticity tensors gives us three orthogonal eigensubspaces:

- one-dimensional subspace of the states with non-zero hydrostatic component

\[ \lambda_1 = \frac{2E_x E_y}{(E_x + E_y) + \sqrt{(E_x - E_y)^2 + 4\nu^2 E_x^2}}, \quad \omega_1 \approx \begin{bmatrix} \cos \mu & 0 \\ 0 & \sin \mu \end{bmatrix}, \]

- one-dimensional subspace of the states with non-zero hydrostatic component

\[ \lambda_2 = \frac{2E_x E_y}{(E_x + E_y) - \sqrt{(E_x - E_y)^2 + 4\nu^2 E_x^2}}, \quad \omega_2 \approx \begin{bmatrix} -\sin \mu & 0 \\ 0 & \cos \mu \end{bmatrix}, \]

where

\[ \tan \mu = \frac{E_x}{2\nu} \left[ \frac{1}{E_y} - \frac{1}{E_x} + \sqrt{\left( \frac{1}{E_y} - \frac{1}{E_x} \right)^2 + 4 \left( \frac{\nu}{E_x} \right)^2} \right], \]

- one dimensional subspace of pure shears

\[ \lambda_3 = 2G_{xy}, \quad \omega_3 \approx \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}. \]
where $E_x$ and $E_y$ are the Young moduli and $G_{xy}$ is the Kirchhoff modulus, each measured in the directions of the plane orthotropy, and $\nu$ is the Poisson’s ratio at tension/compression along the $x$ direction. Failure criterion (3.1) takes form

$$
(3.7) \quad \Phi_1 \tilde{\eta}_1 + \Phi_2 \tilde{\eta}_2 + \Phi_3 \frac{1}{h_3} = 1,
$$

where $h_3$ is the limit value of the elastic energy density corresponding with the shearing eigenstate. Since all eigensubspaces of the plane orthotropic elasticity tensor are one-dimensional all invariants of each projection of the stress state onto every subspace are proportional to the measure of this projection or its power. The limit condition may be thus rewritten in the following form

$$
(3.8) \quad \eta_1 (\sigma_1) \cdot \sigma_1^2 + \eta_2 (\sigma_2) \cdot \sigma_2^2 + \frac{\sigma_3^2}{2k_s} = 1,
$$

where projections on proper eigensubspaces (not to be mistaken with principal stresses):

$$
\sigma_1 = \sigma_{xx} \cos \theta + \sigma_{yy} \sin \theta,
$$

$$
\sigma_2 = -\sigma_{xx} \sin \theta + \sigma_{yy} \cos \theta,
$$

$$
\sigma_3 = \sqrt{2} \tau_{xy}.
$$

The parameters $\eta_1$ and $\eta_2$ are unknown influence functions and $k_s$ is the limit shear stress in the directions parallel and perpendicular to the symmetry axes of the material. The proposed general limit condition in a very special case of plane stress state together with its specification for chosen plane symmetries is discussed in details in [22].

### 3.2.2. Plane symmetry of square.

Special case of orthotropy in which elastic properties of the material are identical in two perpendicular directions and different than in any other pair of perpendicular directions is called the symmetry of square. It can be considered as the plane orthotropy for which $E_x = E_y = E$ what corresponds with the value of the parameter $\tan \theta = -1$. Spectral decomposition of the plane elasticity tensors characterized by the symmetry of square gives us three orthogonal eigensubspaces:

- one-dimensional subspace of plane hydrostatic stress states

$$
\lambda_1 = \frac{E}{1-\nu}, \quad \omega_1 \approx \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix},
$$
• one-dimensional subspace of pure shears in directions at angle 45° referring
to the symmetry axes
\[ \lambda_2 = \frac{E}{1 + \nu}, \quad \omega_2 \approx \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}, \]

• one-dimensional subspace of pure shears in directions parallel and perpendic-\[ \lambda_3 = 2G_{xy}, \quad \omega_3 \approx \frac{1}{\sqrt{2}} \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \]

The limit condition can be rewritten in the following form:
\[ 3.9 \]
\[ \eta_v(p) \cdot \frac{p}{2}^2 + \frac{\tau_{45}^2}{k_{s45}^2} + \frac{\tau^2}{2k_s^2} = 1 \]

where \( p = \frac{1}{2}(\sigma_{xx} + \sigma_{yy}) \), \( \tau_{45} = \frac{1}{\sqrt{2}}(\sigma_{yy} - \sigma_{xx}) \), \( \tau = \sqrt{2} \tau_{xy} \) and \( k_s \) and \( k_{s45} \) are the limit shear stresses at pure shear along symmetry axes and at angle 45° to the symmetry axes respectively. Parameters \( k_s \) and \( k_{s45} \) can be found during shearing properly oriented samples. It is worth noting that the sole term in the limit condition which is still unknown is only pressure dependent. Since uniaxial stress state has non-zero hydrostatic component, which in turn changes as the orientation of the uniaxial load referring to the symmetry axes changes, so the values of the pressure influence function can be explicitly found during simple tension/compression test at various orientations of the specimen:
\[ 3.10 \]
\[ \eta_v \left( \frac{1}{2} k_{\phi} \right) = \frac{4}{k_{\phi}^2} \left[ 1 - \left( \frac{\tau_{45}(\phi)^2}{k_{s45}^2} + \frac{\tau(\phi)^2}{2k_s^2} \right) \right], \]

where \( k_{\phi} \) is the limit normal stress at tension / compression in direction at angle \( \phi \) referring to the symmetry axes and
\[ 3.11 \]
\[ \tau_{45}(\phi) = \frac{k_{\phi}}{\sqrt{2}} \left( \cos^2 \phi - \sin^2 \phi \right), \]
\[ \tau(\phi) = k_{\phi} \sqrt{2} \cos \phi \sin \phi. \]

If the Burzyński’s [3] pressure influence function is assumed then \( \eta_p(p) \) takes the following form:
\[ 3.12 \]
\[ \eta_p(p) = \left[ \frac{4}{k_c k_r} - \frac{1}{k_{s45}^2} \right] + \frac{2}{p} \cdot \frac{(k_c - k_r)}{k_c k_r}, \]

where \( k_c \) and \( k_r \) denote limit uniaxial stress along the symmetry axes at compression and at tension respectively.
3.2.3. Case of isotropy. In case of isotropy criterion (3.1) can be written as follows:

\[(3.13) \quad \tilde{\eta}_f(J_2, J_3)\Phi_f + \tilde{\eta}_r(I_1)\Phi_r = 1,\]

where \(I_1\) is the first stress tensor invariant, and \(J_2, J_3\) are second and third stress deviator invariants respectively. Using principal stresses (which is allowed in case of isotropy without further assumptions on the orientation of coordinate system) it can be rewritten in the following form:

\[(3.14) \quad \eta_f(\theta)q^2 + \eta_p(p) = 1,\]

where

\[
p = \frac{1}{3}I_1 = \frac{1}{3}(\sigma_1 + \sigma_2 + \sigma_3) = \frac{1}{3}(\sigma_{xx} + \sigma_{yy} + \sigma_{zz}),
\]

\[
q = \sqrt{2J_2} = \sqrt{\frac{1}{3}[(\sigma_2 - \sigma_3)^2 + (\sigma_3 - \sigma_1)^2 + (\sigma_1 - \sigma_2)^2]}
= \sqrt{\frac{1}{3}[(\sigma_{yy} - \sigma_{zz})^2 + (\sigma_{zz} - \sigma_{xx})^2 + (\sigma_{xx} - \sigma_{yy})^2 + 6(\tau_{yz} + \tau_{zx} + \tau_{xy})]},
\]

\[
\theta = \frac{1}{3} \arccos \left( \frac{3\sqrt{3} J_3}{2 J_2^{3/2}} \right) - \text{Lode angle}.
\]

The only limitation for the form of the Lode angle influence function is that it has to be periodic with the period equal 120°. It is often assumed that the function describing the influence of the Lode angle is in fact a function of a variable \(y = \cos(3\theta)\). Specific form of the Lode angle influence function can be chosen among many propositions available in the literature [1], e.g.:

- two-parameter power function by RANIECKI and MRÓZ [16]

\[
\eta_f(\theta) = [1 + \alpha y]^\beta,
\]

- two-parameter exponential function by RANIECKI and MRÓZ [16]

\[
\eta_f(\theta) = 1 + \alpha \left[1 - e^{-\beta(1+y)}\right],
\]

- one-parameter trigonometric function by LEXCELLENT et al. [10]

\[
\eta_f(\theta) = \cos \left[\frac{1}{3} \arccos [1 - \alpha (1 - y)]\right].
\]
two-parameter trigonometric function by Podgórski [15] (see also Bigoni and Piccolroaz [2])

\[ \eta_f(\theta) = \frac{1}{\cos(30^\circ - \beta)} \cos \left[ \frac{1}{3} \arccos (\alpha \cdot y) - \beta \right] . \]

Isotropic case of the presented proposition was discussed in details in [13] and [21]. Its specification according to the experimental data available in the literature was presented in [14].

It is worth mentioning that after substituting:

(3.15) \[ \tilde{\eta}_v(I_1) = \begin{cases} \frac{-2K}{p^2} \cdot Mp_c\sqrt{(F - F^m)} [2(1 - \alpha)F + \alpha] & \text{if } F \in [0, 1], \\ +\infty & \text{if } F \not\in [0, 1], \end{cases} \]

(3.16) \[ \tilde{\eta}_f(J_2, J_3) = \frac{2\sqrt{6}G}{q} \cos \left[ \frac{\beta \pi}{6} - \frac{1}{3} \arccos (\gamma \cos(3\theta)) \right] , \]

where \( K \) is the bulk modulus, \( G \) is the shear modulus, \( F \) is defined as:

(3.17) \[ F = \frac{-p + c}{p_c + c} \]

and \( p_c, c, m, M, \alpha, \beta, \gamma \) are certain constant material parameters, then the presented general limit condition for isotropy (3.13) is equivalent to the one proposed and precisely analyzed in various aspects by Bigoni and Piccolroaz in [2].

4. Summary and conclusions

The new proposition of an energy-based hypothesis of material effort for anisotropic materials exhibiting strength differential effect was introduced. General statement derived from Burzyński’s idea of influence functions and Rychlewski’s theorems on the orthogonal and energetically orthogonal decompositions of the space of symmetric second rank tensors was presented. Particular assumptions on the form and properties of the influence functions were formulated.

It was stated in the second section that the studied limit condition should be applied only in case of proportionality limit state due to assumption of validity of Hooke’s law used in its derivation. However it seems that the mathematical form of this condition could be well used also in case of e.g. yield limit. It also seems reasonable to use it as a plastic potential in an associated flow rule,
however it might need some modifications e.g. due to requirement of material's incompressibility. Some applications of the newly introduced limit condition for Inconel 718 alloy according to the experimental results available in the literature are presented in [14].
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The time varying hydromagnetic flow between two infinite parallel porous plates is studied with heat transfer considering the Hall effect and temperature dependent physical properties. An exponential decaying pressure gradient is imposed in the axial direction and an external uniform magnetic field as well as a uniform suction and injection are applied perpendicular to the horizontal plates. A numerical solution for the governing non-linear coupled set of equations of motion and the energy equation is adopted. The effects of the Hall current and the temperature dependent viscosity and thermal conductivity on both the velocity and temperature distributions are investigated.
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1. Introduction

The flow of an electrically conducting fluid between infinite horizontal parallel plates, known as Hartmann flow, has interesting applications in magnetohydrodynamic (MHD) power generators and pumps etc. HARTMANN and LAZARUS [1] investigated the effect of a transverse uniform magnetic field on the flow of a viscous incompressible electrically conducting fluid between two infinite parallel plates. Exact solutions for the velocity fields were developed [2–5] under different physical effects. Some exact and numerical solutions for the heat transfer problem are derived in [6]. SOUNDALGEKAR et al. [7, 8] examined the
effect of Hall currents on the steady MHD Couette flow with heat transfer. The temperatures of the two plates were assumed constant [7] or varying along the plates in the direction of the flow [8]. ATTIA [9] examined the effect of Hall current on the velocity and temperature fields of an unsteady Hartmann flow with uniform suction and injection applied perpendicular to the plates.

In these studies the physical properties are assumed to be constant, however it is known that some physical properties are functions of temperature and assuming constant properties is a good approximation as long as small differences in temperature are involved. More accurate prediction for the flow and heat transfer can be achieved by considering the variation of the physical properties with temperature [10]. KLEMP et al. [11] studied the effect of temperature dependent viscosity on the entrance flow in a channel in the hydrodynamic case. ATTIA and KOTB [12] solved the steady MHD fully developed flow and heat transfer between two parallel plates with temperature dependent viscosity which has been extended to the transient state by ATTIA [13]. The influence of the dependence of the physical properties on temperature in the MHD Couette flow between parallel plates was studied [14, 15].

In this work, the unsteady Hartmann flow of a viscous incompressible electrically conducting fluid is investigated with heat transfer. The viscosity and thermal conductivity of the fluid are assumed to vary with temperature and the Hall current is considered. The fluid is flowing between two electrically insulating porous plates and is acted upon by an exponential decaying pressure gradient. A uniform suction and injection and an external uniform magnetic field are applied normal the surface of the plates. The two plates are kept at two constant but different temperatures and the viscous and Joule dissipations terms are included in the energy equation. This configuration is a good approximation of some practical situations such as heat exchangers, flow meters, and pipes that connect system components. The flow and temperature distributions of both the fluid and dust particles are governed by the coupled set of the momentum and energy equations. The coupled set of non-linear equations of motion and the energy equation are solved numerically using finite differences to determine the velocity and temperature fields.

2. FORMULATION OF THE PROBLEM

The fluid flow is between two infinite horizontal parallel plates located at the $y = \pm h$ planes. The two plates are porous, insulating and kept at two constant but different temperatures $T_1$ for the lower plate and $T_2$ for the upper one with $T_2 > T_1$. An exponential decaying pressure gradient is imposed in the axial $x$-direction and a uniform suction from above and injection from below, with velocity $v_0$, are applied impulsively at $t = 0$. A uniform magnetic field $B_0$,
assumed unaltered, is applied perpendicular to the plates in the positive \( y \)-direction. The Hall effect is considered and accordingly, a \( z \)-component of the velocity is initiated. The viscosity and thermal conductivity of the fluid depend on temperature exponentially and linearly, respectively while the viscous and Joule dissipations are not neglected in the energy equation. The fluid motion starts from rest at \( t = 0 \), and the no-slip condition at the plates implies that the fluid velocity has neither a \( z \)- nor an \( x \)-component at \( y = \pm h \). The initial temperature of the fluid is assumed to be equal to \( T_1 \) as the temperature of the lower plate. Since the plates are infinite in the \( x \)- and \( z \)-directions, the physical quantities do not change in these directions which leads to one-dimensional problem.

The flow of the fluid is governed by the Navier–Stokes equation

\[
\rho \frac{D\mathbf{v}}{Dt} = -\nabla p + \nabla \cdot (\mu \nabla \mathbf{v}) + \mathbf{J} \wedge \mathbf{B}_0,
\]

where \( \rho \) is the density of the fluid, \( \mu \) is the viscosity of the fluid, \( \mathbf{J} \) is the current density, and \( \mathbf{v} \) is the velocity vector of the fluid, which is given by

\[
\mathbf{v} = u(y,t)\mathbf{i} + v_0\mathbf{j} + w(y,t)\mathbf{k}.
\]

If the Hall term is retained, the current density \( \mathbf{J} \) is given by the generalized Ohm’s law \([4]\)

\[
\mathbf{J} = \sigma (\mathbf{v} \wedge \mathbf{B}_0 - \beta (\mathbf{J} \wedge \mathbf{B}_0)),
\]

where \( \sigma \) is the electric conductivity of the fluid and \( \beta \) is the Hall factor \([4]\). Equation (2.2) may be solved in \( \mathbf{J} \) to yield

\[
\mathbf{J} \wedge \mathbf{B}_0 = -\frac{\sigma B_0^2}{1 + m^2}((u + mw)i + (w - mu)k),
\]

where \( m \) is the Hall parameter and \( m = \sigma \beta B_0 \). Thus, the two components of the momentum equation (2.1) read

\[
\rho \frac{\partial u}{\partial t} + \rho v_0 \frac{\partial u}{\partial y} = G e^{-\alpha t} + \mu \frac{\partial^2 u}{\partial y^2} + \mu \frac{\partial}{\partial y} \frac{\partial u}{\partial y} - \frac{\sigma B_0^2}{1 + m^2}(u + mw),
\]

\[
\rho \frac{\partial w}{\partial t} + \rho v_0 \frac{\partial w}{\partial y} = \mu \frac{\partial^2 w}{\partial y^2} + \mu \frac{\partial}{\partial y} \frac{\partial w}{\partial y} - \frac{\sigma B_0^2}{1 + m^2}(w - mu).
\]

It is assumed that the pressure gradient is applied at \( t = 0 \) and the fluid starts its motion from rest. Thus

\[
t = 0: \quad u = w = 0.
\]
For $t > 0$, the no-slip condition at the plates implies that

\[ \begin{align*}
(2.6)_2 & \quad y = -h: \ u = w = 0, \\
(2.6)_3 & \quad y = h: \ u = w = 0.
\end{align*} \]

The energy equation describing the temperature distribution for the fluid is given by [15]

\[
\rho c_p \frac{\partial T}{\partial t} + \rho c_p v_0 \frac{\partial T}{\partial y} = \frac{\partial}{\partial y} \left( k \frac{\partial T}{\partial y} \right) + \mu \left[ \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial y} \right)^2 \right] + \frac{\sigma B_0^2}{1 + m^2} (u^2 + w^2),
\]

where $T$ is the temperature of the fluid, $c_p$ is the specific heat at constant pressure of the fluid, and $k$ is thermal conductivity of the fluid. The last two terms in the right side of Eq. (2.7) represent the viscous and Joule dissipations respectively.

The temperature of the fluid must satisfy the initial and boundary conditions,

\[
\begin{align*}
(2.8) & \quad t = 0: \ T = T_1, \\
& \quad t > 0: \ T = T_1, \quad y = -h, \\
& \quad t > 0: \ T = T_2, \quad y = h.
\end{align*}
\]

The viscosity of the fluid is assumed to vary with temperature and is defined as, $\mu = \mu_0 f_1(T)$. By assuming the viscosity to vary exponentially with temperature, the function $f_1(T)$ takes the form [7], $f_1(T) = \exp(-a_1(T - T_1))$. In some cases $a_1$ may be negative, i.e. the coefficient of viscosity increases with temperature [7, 15]. Also the thermal conductivity of the fluid is varying with temperature as $k = k_0 f_2(T)$. We assume linear dependence for the thermal conductivity upon the temperature in the form $k = k_0 [1 + b_1 (T - T_1)]$ [16], where the parameter $b_1$ may be positive or negative [16].

Introducing the following non-dimensional quantities,

\[
\begin{align*}
(\hat{x}, \hat{y}, \hat{z}) &= \left( \frac{x, y, z}{h} \right), & \hat{t} &= \frac{t \mu_0}{\rho h^2}, \\
\hat{G} &= \frac{\rho G}{h^2 \mu_0^2}, & (\hat{u}, \hat{w}) &= \left( \frac{u, w}{\rho h} \right) \mu_0, \\
\hat{\theta} &= \frac{T - T_1}{T_2 - T_1}.
\end{align*}
\]
where

\[ \hat{f}_1(\theta) = e^{-a_1(T_2 - T_1)\theta} = e^{-a\theta}, \quad a \text{ is the viscosity variation parameter}, \]

\[ \hat{f}_2(\theta) = 1 + b_1(T_2 - T_1)\theta = 1 + b\theta, \quad b \text{ is the thermal conductivity variation parameter}, \]

\[ S = \frac{\rho v_0 h}{\mu_0} \text{ is the suction parameter}, \]

\[ \text{Ha}^2 = \frac{\sigma B_0^2 h^2}{\mu_0}, \text{ Ha is the Hartmann number}, \]

\[ \text{Pr} = \frac{\mu_0 c_p}{k_0} \text{ is the Prandtl number}, \]

\[ \text{Ec} = \frac{\mu_0^2 / h^2 c_p \rho^2 (T_2 - T_1)}{1 + m^2 (u^2 + w^2)} \text{ is the Eckert number}. \]

Equations (2.4) to (2.8) read (the hats are dropped for simplicity)

\[ \frac{\partial u}{\partial t} + S \frac{\partial u}{\partial y} = Ge^{-at} + f_1(\theta) \frac{\partial^2 u}{\partial y^2} + \frac{\partial f_1(\theta)}{\partial y} \frac{\partial u}{\partial y} - \frac{\text{Ha}^2}{1 + m^2 (u + mw)}, \tag{2.9}\]

\[ \frac{\partial w}{\partial t} + S \frac{\partial w}{\partial y} = f_1(\theta) \frac{\partial^2 w}{\partial y^2} + \frac{\partial f_1(\theta)}{\partial y} \frac{\partial w}{\partial y} - \frac{\text{Ha}^2}{1 + m^2 (w - mu)}, \tag{2.10}\]

\[ t = 0: \quad u = w = 0, \]

\[ t > 0: \quad y = -1, \quad u = w = 0, \]

\[ t > 0: \quad y = 1, \quad u = w = 0, \tag{2.11}\]

\[ \frac{\partial \theta}{\partial t} + S \frac{\partial \theta}{\partial y} = \frac{1}{\text{Pr}} f_2(\theta) \frac{\partial^2 \theta}{\partial y^2} + \frac{1}{\text{Pr}} \frac{\partial f_2(\theta)}{\partial y} \frac{\partial \theta}{\partial y} \]

\[ + \text{Ec} f_1(\theta) \left[ \left( \frac{\partial u}{\partial y} \right)^2 + \left( \frac{\partial w}{\partial y} \right)^2 \right] + \frac{\text{Ec} \text{Ha}^2}{1 + m^2 (u^2 + w^2)}, \tag{2.12}\]

\[ t = 0: \quad \theta = 0, \]

\[ t > 0: \quad \theta = 0, \quad y = -1, \]

\[ t > 0: \quad \theta = 1, \quad y = 1. \tag{2.13}\]

Equations (2.9), (2.10), and (2.12) represent a system of coupled non-linear partial differential equations which are solved numerically under the initial and boundary conditions (2.11) and (2.13) using the method of finite differences. A linearization technique is first applied to replace the nonlinear terms at a linear stage, with the corrections incorporated in subsequent iterative steps until convergence is reached. Then the Crank–Nicolson implicit method is used at two successive time levels [17]. An iterative scheme is used to solve the linearized system of difference equations. The solution at a certain time step is chosen as an initial guess for next time step and the iterations are continued till convergence,
within a prescribed accuracy. Finally, the resulting block tridiagonal system is solved using the generalized Thomas-algorithm [17]. Finite difference equations relating the variables are obtained by writing the equations at the mid point of the computational cell and then replacing the different terms by their second order central difference approximations in the $y$-direction. The diffusion terms are replaced by the average of the central differences at two successive time-levels. The computational domain is divided into meshes each of dimension $\Delta t$ and $\Delta y$ in time and space, respectively. We define the variables $A = \partial u/\partial y$, $B = \partial w/\partial y$ and $H = \partial \theta/\partial y$ to reduce the second order differential equations (2.9), (2.10) and (2.12) to first-order differential equations which take the form

\begin{equation}
(2.14) \quad \left(\frac{u_{i+1,j+1} - u_{i,j+1} + u_{i+1,j} - u_{i,j}}{2}\right) + S \left(\frac{A_{i+1,j+1} + A_{i,j+1} + A_{i+1,j} + A_{i,j}}{4}\right)
= G \exp \left[ -\alpha \left(\frac{t_{i+1} + t_i}{2}\right) + \frac{f_1(\theta)_{i,j+1} + f_1(\theta)_{i,j}}{2} \right]
\cdot \left(\frac{A_{i+1,j+1} + A_{i,j+1}}{2\Delta y}\right)
\cdot \left(\frac{A_{i+1,j} + A_{i,j}}{4}\right)
- \frac{Ha^2}{1 + m^2} \left(\frac{u_{i+1,j+1} + u_{i,j+1} + u_{i+1,j} + u_{i,j}}{4}\right)
- \frac{mHa^2}{1 + m^2} \left(\frac{u_{i+1,j+1} + u_{i,j+1} + u_{i+1,j} + u_{i,j}}{4}\right),
\end{equation}

\begin{equation}
(2.15) \quad \left(\frac{w_{i+1,j+1} - w_{i,j+1} + w_{i+1,j} - w_{i,j}}{2}\right) + S \left(\frac{B_{i+1,j+1} + B_{i,j+1} + B_{i+1,j} + B_{i,j}}{4}\right)
= \left(\frac{f_1(\theta)_{i,j+1} + f_1(\theta)_{i,j}}{2}\right)
\cdot \left(\frac{B_{i+1,j+1} + B_{i,j+1} + B_{i+1,j} + B_{i,j}}{4}\right)
\cdot \left(\frac{B_{i+1,j} + B_{i,j}}{2\Delta y}\right)
\cdot \left(\frac{B_{i+1,j} + B_{i,j}}{4}\right)
- \frac{Ha^2}{1 + m^2} \left(\frac{w_{i+1,j+1} + w_{i,j+1} + w_{i+1,j} + w_{i,j}}{4}\right)
+ \frac{mHa^2}{1 + m^2} \left(\frac{w_{i+1,j+1} + w_{i,j+1} + w_{i+1,j} + w_{i,j}}{4}\right).
\end{equation}
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\[
\frac{\theta_{i+1,j+1} - \theta_{i,j+1}}{2\Delta t} + \frac{\theta_{i,j+1} - \theta_{i,j}}{2\Delta t} + S \left( \frac{H_{i+1,j+1} + H_{i,j+1} + H_{i+1,j} + H_{i,j}}{4} \right)
\]

\[
= \left( \frac{\bar{T}_2(\theta)_{i,j+1} + \bar{T}_2(\theta)_{i,j}}{2Pr} \right) \left( \frac{(H_{i+1,j+1} + H_{i,j+1}) - (H_{i+1,j} + H_{i,j})}{2\Delta y} \right)
\]

\[
+ \left( \frac{\bar{T}_2(\theta)_{i,j+1} - \bar{T}_2(\theta)_{i,j}}{\Delta y} \right) \left( \frac{H_{i+1,j+1} + H_{i,j+1} + H_{i+1,j} + H_{i,j}}{4Pr} \right)
\]

\[- Ec \left( \frac{\bar{T}_1(\theta)_{i,j+1} + \bar{T}_1(\theta)_{i,j}}{2} \right) \left( \frac{\bar{A}_{i+1,j+1} + \bar{A}_{i,j+1} + \bar{A}_{i+1,j} + \bar{A}_{i,j}}{2} \right)
\]

\[= \left( \frac{\bar{T}_1(\theta)_{i,j+1} + \bar{T}_1(\theta)_{i,j}}{2} \right) \left( \frac{\bar{A}_{i+1,j+1} + \bar{A}_{i,j+1} + \bar{A}_{i+1,j} + \bar{A}_{i,j}}{2} \right)
\]

\[+ Ec \left( \frac{\bar{T}_1(\theta)_{i,j+1} + \bar{T}_1(\theta)_{i,j}}{2} \right) \left( \frac{\bar{B}_{i+1,j+1} + \bar{B}_{i,j+1} + \bar{B}_{i+1,j} + \bar{B}_{i,j}}{2} \right)
\]

\[+ EcHa^2 \left( \frac{\bar{u}_{i+1,j+1} + \bar{u}_{i,j+1} + \bar{u}_{i+1,j} + \bar{u}_{i,j}}{2} \right)
\]

\[+ EcHa^2 \left( \frac{\bar{w}_{i+1,j+1} + \bar{w}_{i,j+1} + \bar{w}_{i+1,j} + \bar{w}_{i,j}}{2} \right)
\]

The variables with bars are given initial guesses from the previous time steps and an iterative scheme is used at every time to solve the linearized system of difference equations. All calculations have been carried out for the non-dimensional variables and parameters given by: \( G = 5 \), \( \alpha = 1 \), \( Pr = 1 \), and \( Ec = 0.2 \). Grid-independence studies show that the computational domain \( 0 < t < \infty \) and \( -1 < y < 1 \) can be divided into intervals with step sizes \( \Delta t = 0.0001 \) and \( \Delta y = 0.005 \) for time and space respectively. Smaller step sizes do not show any significant change in the results. Convergence of the scheme is assumed when all of the unknowns \( u, w, A, B, \theta \) and \( H \) for the last two approximations differ from unity by less than \( 10^{-6} \) for all values of \( y \) in \( -1 < y < 1 \) at every time step. Less than 7 approximations are required to satisfy this convergence criteria for all ranges of the parameters studied here.
3. Results and Discussion

Figure 1 shows the time development of the profiles of the velocity and temperature for $Ha = 1$, $m = 3$, $S = 0$, $a = 0.5$ and $b = 0.5$. The velocity and temperature distributions do not reach steady state monotonically as shown in figure. They increase with time up till a maximum value and then decrease up to the steady state under the effect of the decaying pressure gradient. The velocity component $u$ reaches steady state faster than $w$ which, in turn, reaches steady state faster than $\theta$. This is expected as $u$ is the source of $w$, while both $u$ and $w$ are sources of $\theta$.

![Fig. 1. The evolution of the profile of: a) u; b) w; c) $\theta$ (Ha = 3, m = 3, S = 1, a = 0.5, b = 0.5).](image)

Figure 2 presents the time progression of the velocity component $u$ at the centre of the channel ($y = 0$) for different values of $m$ and $a$ and for $b = 0$, $S = 0$ and $Ha = 3$. The figure indicates that $u$ increases with $m$ for all values of $a$ which can be attributed to the fact that an increment in $m$ decreases the effective conductivity ($\sigma/(1 + m^2)$) and then decreases the magnetic resistive force. The figure depicts also that the effect of $a$ on $u$ depends on the parameter $m$ and becomes more clear for higher $m$.

Figure 3 shows the time progression of the velocity component $w$ at the centre of the channel ($y = 0$) for different values of $m$ and $a$ and for $b = 0$, $S = 0$ and $Ha = 3$. The figure indicates that $w$ increases with increasing $m$ for all values of $a$ as $w$ is a result of the Hall effect. Although the Hall current is the source for $w$, Fig. 3 shows that, at small times, for large values of $m$, an increase in $m$ produces a decrease in $w$. This can be understood by discussing the term...
VELOCITY AND TEMPERATURE DISTRIBUTIONS...

Fig. 2. The evolution of $u$ at $y = 0$ for various values of $a$ and $m$:
a) $m = 0$; b) $m = 1$; c) $m = 5$ (Ha = 3, S = 0, $b = 0$).

Fig. 3. The evolution of $w$ at $y = 0$ for various values of $a$ and $m$:
a) $m = 1$; b) $m = 5$ (Ha = 3, S = 0, $b = 0$).

\[-(w - mu)/(1 + m^2)\] in Eq. (2.10), which is the source term of $w$. At small times $w$ is very small and this term may be approximated to $(mu/(1 + m^2))$, which decreases with increasing $m$ if $m > 1$. Figure 3 presents also that the time required for $w$ to reach its steady state value increases with increasing $m$ and that $w$ and its steady state time increase as a result of increasing $a$.

Figure 4 shows the time progression of the temperature $\theta$ at the centre of the channel for different values of $m$ and $a$ when $b = 0$ and $Ha = 3$. The variation of $\theta$ with $m$ is shown to depend on $t$. When $m > 1$, increasing $m$ decreases $\theta$ slightly at small times but increases $\theta$ at large times. This is because when $t$ is small, $u$ and $w$ are small and an increment in $m$ results in an increase in $u$ but a decrease in $w$, so the Joule dissipation which is proportional also to $(1/(1 + m^2))$ decreases. When $t$ is large, $u$ and $w$ increase with increasing $m$.
and so do the Joule and viscous dissipations. It is difficult to predict the effect of \( a \) on \( \theta \), because while increasing \( a \) increases the velocities and the velocity gradients, it decreases the function \( f_1 \). All the same, Fig. 4 shows that increasing \( a \) increases \( \theta \) and its effect is more apparent for higher values of \( m \).

Figure 5 shows the time progression of \( \theta \) at the centre of the channel for different values of \( m \) and \( b \) when \( a = 0 \), \( S = 0 \) and \( Ha = 3 \). The figure indicates that increasing \( b \) increases \( \theta \) and its steady state time for all \( m \). This occurs as
the centre of the channel acquires heat by conduction from the upper hot plate. The parameter $b$ has no significant effect on $u$ or $w$ in spite of the coupling between the momentum and energy equations as depicted in figure.

Table 1 shows the dependence of the steady state temperature at the centre of the channel on $a$ and $m$ for $b = 0$ and $S = 0$. It is observed that $\theta$ increases with increasing $m$ or $a$, as increasing $m$ decreases damping forces and increasing $a$ decreases viscosity. Both effects increase $u$, $w$ and their gradients and hence the dissipations. Table 2 shows the variation of $\theta$ at the centre of the channel with $m$ and $b$ for $a = 0$, $S = 0$ and $Ha = 1$. The dependence of $\theta$ on $m$ is explained by the same argument used in discussing Table 1. Table 2 indicates that increasing $b$ increases $\theta$ since the centre acquires temperature by conduction from the upper hot plate. Table 3 presents the variation of $\theta$ with $a$ and $b$ for

<table>
<thead>
<tr>
<th>$a$</th>
<th>$m$ = 0.0</th>
<th>$m$ = 0.5</th>
<th>$m$ = 1.0</th>
<th>$m$ = 3.0</th>
<th>$m$ = 5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.5$</td>
<td>0.5142</td>
<td>0.5144</td>
<td>0.5146</td>
<td>0.5152</td>
<td>0.5153</td>
</tr>
<tr>
<td>$-0.1$</td>
<td>0.5179</td>
<td>0.5183</td>
<td>0.5189</td>
<td>0.5201</td>
<td>0.5204</td>
</tr>
<tr>
<td>$0.0$</td>
<td>0.5191</td>
<td>0.5195</td>
<td>0.5201</td>
<td>0.5271</td>
<td>0.5221</td>
</tr>
<tr>
<td>$0.1$</td>
<td>0.5203</td>
<td>0.5207</td>
<td>0.5216</td>
<td>0.5235</td>
<td>0.5239</td>
</tr>
<tr>
<td>$0.5$</td>
<td>0.5261</td>
<td>0.5269</td>
<td>0.5286</td>
<td>0.5333</td>
<td>0.5345</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$b$</th>
<th>$m$ = 0.0</th>
<th>$m$ = 0.5</th>
<th>$m$ = 1.0</th>
<th>$m$ = 3.0</th>
<th>$m$ = 5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.5$</td>
<td>0.4562</td>
<td>0.4568</td>
<td>0.4579</td>
<td>0.4605</td>
<td>0.4611</td>
</tr>
<tr>
<td>$-0.1$</td>
<td>0.5077</td>
<td>0.5081</td>
<td>0.5089</td>
<td>0.5106</td>
<td>0.5109</td>
</tr>
<tr>
<td>$0.0$</td>
<td>0.5191</td>
<td>0.5195</td>
<td>0.5201</td>
<td>0.5217</td>
<td>0.5221</td>
</tr>
<tr>
<td>$0.1$</td>
<td>0.5295</td>
<td>0.5298</td>
<td>0.5304</td>
<td>0.5319</td>
<td>0.5322</td>
</tr>
<tr>
<td>$0.5$</td>
<td>0.5609</td>
<td>0.5611</td>
<td>0.5616</td>
<td>0.5626</td>
<td>0.5628</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$a$</th>
<th>$b$ = $-0.5$</th>
<th>$b$ = $-0.1$</th>
<th>$b$ = $0.0$</th>
<th>$b$ = $0.1$</th>
<th>$b$ = $0.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-0.5$</td>
<td>0.4593</td>
<td>0.5035</td>
<td>0.5152</td>
<td>0.5258</td>
<td>0.5580</td>
</tr>
<tr>
<td>$-0.1$</td>
<td>0.4579</td>
<td>0.5089</td>
<td>0.5201</td>
<td>0.5304</td>
<td>0.5615</td>
</tr>
<tr>
<td>$0.0$</td>
<td>0.5106</td>
<td>0.5125</td>
<td>0.5217</td>
<td>0.5319</td>
<td>0.5626</td>
</tr>
<tr>
<td>$0.1$</td>
<td>0.5232</td>
<td>0.5333</td>
<td>0.5235</td>
<td>0.5335</td>
<td>0.5639</td>
</tr>
<tr>
<td>$0.5$</td>
<td>0.4792</td>
<td>0.5426</td>
<td>0.5707</td>
<td>0.5707</td>
<td>0.5707</td>
</tr>
</tbody>
</table>
large and small values of \( Ha \) and for large and small values of \( m \) and for \( Ha = 1 \) and \( m = 3 \). Increasing \( a \) or \( b \) increases \( \theta \) as explained above.

Figures 6, 7, and 8 show the time progression of the velocity components \( u \) and \( w \) and the temperature \( \theta \), respectively, at the centre of the channel \( (y = 0) \) for different values of \( S \) and \( a \) when \( Ha = 3, m = 3, \) and \( b = 0 \). Figures 6 and 7 show that increasing \( S \) decreases both \( u \) and \( w \) for all \( a \) due to the convection of the fluid from regions in the lower half to the centre which has higher fluid

![Fig. 6. The evolution of \( u \) at \( y = 0 \) for various values of \( a \) and \( S \): a) \( S = 0 \); b) \( S = 1 \); c) \( S = 2 \) (\( Ha = 3, m = 3, b = 0 \)).](image)

![Fig. 7. The evolution of \( w \) at \( y = 0 \) for various values of \( a \) and \( S \): a) \( S = 0 \); b) \( S = 1 \); c) \( S = 2 \) (\( Ha = 3, m = 3, b = 0 \)).](image)
VELOCITY AND TEMPERATURE DISTRIBUTIONS...

Fig. 8. The evolution of $\theta$ at $y = 0$ for various values of $a$ and $S$:
- a) $S = 0$;
- b) $S = 1$;
- c) $S = 2$ ($Ha = 3$, $m = 3$, $b = 0$).

speed. It is also indicated that the influence of the parameter $a$ on $u$ and $w$ becomes more apparent for lower values of the parameter $S$. Figure 8 indicates that increasing the suction parameter decreases the temperature $\theta$ for all $a$ as a result of the influence of convection in pumping the fluid from the cold lower half towards the centre of the channel.

Figure 9 shows the evolution of the temperature $\theta$ at the centre of the channel ($y = 0$) for different values of $S$ and $b$ when $Ha = 3$, $m = 3$, and $a = 0$. The figure

Fig. 9. The evolution of $\theta$ at $y = 0$ for various values of $b$ and $S$:
- a) $S = 0$;
- b) $S = 1$;
- c) $S = 2$ ($Ha = 3$, $m = 3$, $a = 0$).
indicates that increasing $S$ decreases $\theta$ for all $b$. Figure 9a shows that, for $S = 0$, the variation of $\theta$ with the parameter $b$ depends on time as shown before in Fig. 5c for higher values of the Hall parameter $m$. Figures 9b and 9c present an interesting effect for the suction parameter in the suppression of the crossover points of the $\theta - t$ graph corresponding to various values of $b$. It is also seen that the effect of increasing the parameter $b$ on $\theta$ is more pronounced for higher values of suction velocity.

4. Conclusions

The time varying MHD flow between two parallel plates was investigated considering the Hall current. The viscosity and thermal conductivity of the fluid are assumed to be temperature dependent. The effects of the Hartmann number $Ha$, the Hall parameter $m$, the viscosity variation parameter $a$ and the thermal conductivity variation parameter $b$ on the velocity and temperature fields at the centre of the channel are discussed. Introducing the Hall term gives rise to a velocity component $w$ in the $z$-direction and affects the main velocity $u$ in the $x$-direction. It is found that the parameter $a$ has a marked effect on the velocity components $u$ and $w$ for all values of $m$. However, the parameter $b$ has no significant effect on $u$ or $w$. The results show that the effect of the parameter $m$ on $\theta$ depends on $t$. For small time $t$, $\theta$ decreases with increasing $m$, but when $t$ is large, or at steady state, $\theta$ increases with increasing $m$. The effect of the parameter $m$ on the steady state time is ignored.
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Hoisting installations in mines have been constructed and operated for many years, yet they still merit a rigorous research to identify all factors that would enable us to improve their performance parameters. A Koepe pulley in a winding system is a complex structural component, made of plates, shells, discs, membranes, radial or circumferential fin elements varying in their actual layout, depending on the design.

The strength analysis of a Koepe pulley in a hoisting system is carried out to get a better insight into the state of stress experienced by pulley components under the operational loads and to find the extreme values of the stress components, which underlies the fatigue endurance and life assessments.

Accordingly, the stress analysis of pulley elements is performed by the numerical methods, utilising the FEM approach. Models are developed using the program “FEMAP” and the stress analysis uses the package “NE”/“Nastran for Windows”.

The numerical data are then verified through strain (stress) measurements taken on a real object, under the typical operating conditions.

Key words: mine hoist, Koepe pulley, dynamics, stress.

1. Introduction

Koepe pulley and other assemblies of the hoisting installations (conveyances, suspensions of conveyances and hoisting ropes) are spatial structures incorporating various elements in the shape of beams, discs, panels or shell structures exhibiting an intricate outer edge configuration, and having apertures, mostly circular in shape, to fix ropes and the components of the guiding system [1, 2]. Finding the stress distribution and stress concentration factors in those elements becomes a complicated problem involving the theory of elasticity whilst under the mining laws currently in force these components are to be dimensioned by
the admissible stress method, taking into account the maximal static loads experienced when in service.

Stress values calculated in characteristic cross-sections of these constructions and based on fundamental formulas and calculation schemes (rods under tension, free-ends beams) are compared with admissible stress levels defined in line with safety factors as required by the relevant mining laws [1].

However, our knowledge of the actual state of stress generated in Koepe pulley components is far from complete and hence forecasting their service life seems problematic, if not wholly impossible.

That is why the endurance analysis is performed of Koepe pulley components using the numerical methods and taking into account the real service loads.

The results are verified by comparing the numerical data to measurements taken on a real object. Stress and strain is measured at the points that experienced the maximal effort, as revealed by the numerical results.

2. ENDURANCE ANALYSIS OF A KOEPE PULLEY IN A HOISTING SYSTEM

Endurance analysis is performed of a Koepe pulley in a hoisting installation shown schematically in Fig 1. The key operational parameters of the hoisting installation are summarised in Table 1.

![Fig. 1. Schematic diagram of the hoisting installation.](image)
Table 1. Operational parameters of the hoisting installation used in the experiment.

<table>
<thead>
<tr>
<th>Type</th>
<th>4L-4000/2900</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applied power /dc motor</td>
<td>2900 [kW]</td>
</tr>
<tr>
<td>Nominal rpm</td>
<td>77 rpm</td>
</tr>
<tr>
<td>Maximal skip velocity</td>
<td>$V = 16$ [m/s]</td>
</tr>
<tr>
<td>Conveyance and suspension</td>
<td>mku = 16500 [kg]</td>
</tr>
<tr>
<td>Payload</td>
<td>mu = 17000 [kg]</td>
</tr>
</tbody>
</table>

The schematic diagram of the Koepe pulley is shown in Fig 2.

Fig. 2. Schematic diagram of the Koepe pulley.

The Koepe pulley has the major load-bearing elements (Fig. 3):
- a) short radial fins,
- b) side disc,
- c) hub,
- d) shaft,
- e) circumferential rings,
- f) mantle.
The Koepe pulley is a welded structure, made of steel grade St3S. The load is imposed by forces acting in hoisting ropes at the points they slid on and off the pulley during the normal duty cycle, derived from the dynamic analysis [3] verified by force measurements taken on a real object. Models are developed using the program “FEMAP” and the stress analysis uses the package “NE/Nastran for Windows”. The numerical model uses 2D and 3D elements.

2.1. Calculation model

To find the strain values and the state of stress in particular elements of the Koepe pulley, a numerical model is developed to capture the geometry of the tested structure (Fig. 4). The numerical model uses 2D and 3D (solid) elements.

The endurance analysis uses the package “NE/Nastran for Windows”. Models are developed using the program “FEMAP”. The model of the external part of the Koepe pulley (side discs, mantle, brake linings) is shown in Fig. 5, also revealing the shapes and layout of radial and circumferential fins. Figure 6 shows the positions of inspection opening reinforcements, the hub and the shaft.
2.2. Results of strength analysis

Results of numerical analysis performed of the Koepe pulley components are shown in graphic form in Figs. 7–13. Figure 7 shows the distribution of reduced stress $\sigma_z$ in side discs, based on the HMH hypothesis.

The largest reduced stresses in side discs, approaching 30 MPa are registered at points where they are connected to the rigid hub. Increased stress levels are also observed in the vicinity of inspection openings. Figure 8 shows the
Fig. 7. Reduced stress distribution $\sigma_z$ on side discs.

Fig. 8. Reduced stress distribution $\sigma_z$ (Huber-von Mises) on radial and circumferential fins.
reduced stress distribution \( \sigma_z \) on radial and circumferential fins. The largest stress levels, approaching 40 MPa, are registered at points where they are welded to the mantle in the Koepe pulley. Further, the concentration of reduced stress (approaching 38 MPa, is registered at points where fins are connected to the hub. T-shaped circumferential fins exhibit a more uniform stress distribution over their entire area. Slight increase of stress is registered near the radial fins.

Rectangular supports fitted between the circumferential fins along the radius, just like radial fins, experience an increased stress at the point where they are welded to the circumferential fin. Figure 9 shows the reduced stress distribution on the surface of the mantle.

![Fig. 9. Reduced stress distribution \( \sigma_z \) (Huber-von Mises) on the mantle’s surface.](image)

The largest stresses, approaching 40 MPa, occur at points where the mantle is connected to the radial fins. Figure 10 shows the reduced stress distribution at the point where the maximal material effort is registered on the mantle’s surface during the full revolution of the Koepe pulley.

Cyclic stress increases are observed at the radial fin-mantle interface, which may cause the ‘fatigue tester’ effect, leading to endurance fatigue cracking.

Figure 11 shows the displacement of the pulley’s mantle, the displacement pattern being re-scaled with respect to dimensions of the real construction for the sake of better visualisation. The maximal displacements, amounting to
Fig. 10. Reduced stress distribution $\sigma_z$ at the point where the maximal material effort is registered on the mantle’s surface during the full revolution of the Koepe pulley.

Fig. 11. Visualisation of the mantle’s displacement.
0.3055 mm, are generated at points where hoisting ropes slid onto the pulley and the mantle is compressed (and pushed inwards) over the whole angle of lap. At points where no contact is maintained between the ropes and the pulley, the drum’s mantle is under tension (and so it is pushed outwards the drum).

Figure 12 shows the reduced stress distribution on the hub and the drum’s shaft.

![Reduced stress distribution on the hub and the drum’s shaft.](image)

The maximal reduced stresses approach $\sigma_z = 17.2$ [MPa] in the shaft-hub interface region.

3. STRAIN (STRESS) MEASUREMENTS ON A REAL OBJECT

The state of strain (stress) at the points where the maximal material effort is registered in the Koepe pulley and found by the numerical methods are verified by measurements taken on a real object.

3.1. Measuring equipment

Measurements are taken with an amplifier HMB MGCplus utilising resistance or induction sensors. The bridge is supplied from gel batteries 12 V–12 Ah and the entire circuit is connected to a portable computer (laptop) supported by the professional programme “Catman” (HMB) to record the measurement data. The measurement equipment is shown in Fig. 13.
3.2. Measurement sensors (strain gauges)

Measurements are taken with two types of strain rosettes: TFxy-4/120 and TFr-8/120. Technical parameters of the strain rosette TFr-8/120 are summarised in Table 1. Strain rosettes TFxy-4/120 and TFr-8/120 are attached (glued) inside the Koepe pulley. The positions of control points (the spots where strain gauges are attached) are shown in Fig. 14.

Fig. 14. Strain gauge attachment points inside the Koepe pulley.
The photo showing the location of strain sensors inside the construction of the Koepe pulley is shown in Fig. 15. The positions of strain gauges on radial and circumferential fins are shown in Fig. 16.

**Fig. 15.** Positions of strain gauges inside the Koepe pulley (photo).

**Fig. 16.** Positions of strain gauges on radial and circumferential fins.

### 3.3. Measurement procedure

The measurement procedure uses 6 strain rosettes, including two rectangular rosettes TFxy-4/120. These rosettes have two active baselines perpendicular
to one another (0°, 90°). Each strain gauge is temperature-compensated by a compensating gauge, identical as the one used for measurements (Fig. 15 – compensating boards fixed with hand screws). The strain sensors are attached (with a glue) to:

- circumferential fins – rectangular rosette No. 1 at the distance of 5 cm from the radial fin;
- centre point of the radial fin – rectangular rosette No. 2.

Strain rosettes TFxy-4/120 register 4 measurement signals altogether.

The remaining sensors include four rosettes TFr-8/120 with baselines arranged at the angles 0°, 60°, 120°. Each strain gauge is temperature-compensated. The sensors are attached to:

- side disc – rosette No. 1 at the distance of 10 cm from the hub,
- circumferential fin – rosette No. 2 in between radial fins (the sensor is arranged such that the baseline ε0 runs along the fin),
- the mantle in between the circumferential fins – rosette No. 3,
- side disc – at the distance of 10 cm from the drum’s mantle – rosette No. 4.

Strain rosettes TFr-8/120 register 12 measurement signals altogether.

There are 16 channels from all strain gauges. The strain gauges are arranged such as to best capture the performance of vital pulley components, taking into account the variable duty cycles experienced in normal working conditions. The typical duty cycle of a hoisting installation is registered at the steady velocity \( v = 16 \text{ m/s} \) and during the emergency braking at \( v = 10 \text{ m/s} \) at the bottom level and half way up the shaft.

The measuring equipment is attached to the shaft inside the drum, in a special casing, to minimise the interactions of the centrifugal force. Data are recorded accordingly between particular measurement cycles, followed by assessment of the working condition of the connections and the equipment. Measurement data cover the full duty cycle of the hoisting installation, including ride down and ride up.

The strains \( \varepsilon_A, \varepsilon_B, \varepsilon_C \) along the directions 0°/60°/120° being derived from the formula (3.1) [1], the directions of principal stresses \( \sigma_1 \) are obtained accordingly:

\[
\sigma_1 = \frac{E}{3(1-v)} \left( \frac{\varepsilon_A + \varepsilon_B + \varepsilon_C}{3} \right) + \frac{3}{\sqrt{3}(1+v)} \sqrt{\frac{(2\varepsilon_A - \varepsilon_B - \varepsilon_C)^2}{3} + (\varepsilon_B + \varepsilon_C)^2}.
\]
Figure 17 shows selected strain patterns registered by the strain rosette No. 2 during the full duty cycle of the hoisting installation (ride up and down), the skip travelling with the fixed velocity $v_0 = 16 \text{ [m/s]}$.

Fig. 17. Strains $\varepsilon$ registered throughout the full duty cycle (ride down and up $v_0 = 16 \text{ [m/s]}$) by the rosette No. 2 along the directions $\varepsilon_0, \varepsilon_{60}$.

Strains registered during the experiment by the strain rosette No. 1 along the directions $\varepsilon_0, \varepsilon_{60}, \varepsilon_{120}$ are shown in Fig. 18.

Fig. 18. Strains $\varepsilon$ registered throughout the full duty cycle (ride down and up $v = 16 \text{ [m/s]}$) by the rosette No. 1 along the directions $\varepsilon_0, \varepsilon_{60}, \varepsilon_{120}$. 
Figures 19 and 20 show the measured variations of the reduced stress throughout the typical duty cycle of the hoisting installation, registered by the following strain rosettes:

- strain rosette R1 (Fig. 19),
- strain rosette Pr2 (Fig. 20).

**Fig. 19.** Reduced stress $\sigma_Z$ registered during the ride up of a fully loaded conveyance from the bottom station (strain rosette R1).

**Fig. 20.** Reduced stress $\sigma_Z$ registered during the ride up of a fully loaded conveyance from the bottom station (strain rosette Pr2).
3.4. Numerical results and measurements taken on a real object

The adequacy of simplifying assumptions underlying the numerical analysis is verified through strain (stress) measurements taken on a real object. Reduced stresses $\sigma_Z$ obtained from numerical analysis are compared with strain measurements taken on the real object, on the same points of the Koepe pulley construction (Fig. 21).

![Fig. 21. Positions of readout points of reduced stress $\sigma_Z$ in the numerical model (also the points where strain sensors are attached).](image)

Amplitudes of reduced stresses obtained from the FEM analysis and from experiments on a real object are compared in Table 2. The data are registered during the ride-up of a fully loaded conveyance, moving from the bottom station with acceleration $a_1$, at the selected points of the pulley construction (Fig. 21).

Table 2. Reduced stress amplitudes during the start-up of the conveyance.

<table>
<thead>
<tr>
<th>Strain gauge designation</th>
<th>$\Delta\sigma_Z$ [MPa]</th>
<th>FEM</th>
<th>Experimental</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
<td>16</td>
<td>18</td>
<td></td>
</tr>
<tr>
<td>R3</td>
<td>11</td>
<td>12.5</td>
<td></td>
</tr>
<tr>
<td>R4</td>
<td>10</td>
<td>9.5</td>
<td></td>
</tr>
<tr>
<td>Pr1</td>
<td>11.82</td>
<td>12.0</td>
<td></td>
</tr>
<tr>
<td>Pr2</td>
<td>10.5</td>
<td>8.9</td>
<td></td>
</tr>
</tbody>
</table>
4. Conclusions

The numerical data agree well with measurement results, which on one hand confirms the adequacy of the assumptions underlying the strength analysis and on the other, proves the results to be reliable. Strength analyses have revealed that the stress values at nodes connecting the pulley components: circumferential fins to the mantle, the mantle with the side discs and the side discs with the hub determine the load-bearing capacity of the Koepe pulley.

Stress concentrations are mostly attributable to the presence of radial fins. If these were eliminated, those concentration points would disappear, however that cannot be done without a thorough stress analysis of Koepe pulley components to avoid the loss of stability.
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Poly(lactic acid) (PLA) and poly(butylene adipate/terephthalate) (PBAT) were used for polymer alloys, and the effects of the mixing ratio of PLA and PBAT and the addition of dialkyl peroxide (compatibilizing agent) were examined. The stress-strain curves of PLA/PBAT and PLA/PBAT/dialkyl peroxide specimens were measured using a tensile split Hopkinson bar (Kolsky Bar) method and a universal testing machine. The mixing ratio of PLA and PBAT and the dialkyl peroxide addition affected the shape of the stress-strain curve behavior. Regardless of the strain rate, the yield stress decreased and the elongation at break and strain energy increased with increasing PBAT content when the dialkyl peroxide was used. At high strain rate, the dialkyl peroxide addition increased the elongation at break and the strain energy, and changed the fracture surface to a whitened form that was markedly uneven. This result could explain the improvement in the Izod impact strength.
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1. INTRODUCTION

The increasing use of plastic products worldwide is causing considerable damage to the environment; therefore, biodegradable plastics (plastics that can decompose in the natural environment) and bioplastics (plant-derived or recyclable-resource-based plastics) are being extensively investigated, and new biodegradable and bioplastics are continuously being developed.

Poly(lactic acid) (PLA) is a typical biodegradable bioplastic (plant-derived plastic). It has been recognized as a promising alternative material for petroleum-based plastics. In Japan, PLA is already being used to manufacture many indus-
trial products such as the interior parts of cars, parts of computer cases, and cell-phone cases. Many studies have been conducted to identify other industrial products that can be manufactured using PLA, but currently such applications are limited to machine parts that are subject to low loading. Polymer blends/alloys or natural fiber reinforcing have been required to overcome the low impact resistance and the brittleness of PLA. Because poly(butylene adipate/terephthalate) (PBAT) is a ductile and biodegradable polymer, polymer alloys of PLA and PBAT have great potential for high impact strength. For example, Fukuda, one of the authors, showed that the Izod impact strength of PLA and PBAT polymer alloys is increased when dialkyl peroxide is used [1]. Of particular note, when the mixing ratio of PLA : PBAT : dialkyl peroxide was 60 : 40 : 1, the Izod impact strength was 60 kJ/m², which is comparable to that of polycarbonate (PC).

Other than this, several attempts at the improvement of the low impact resistance and the brittleness have been conducted on PLA/PBAT blends. Jiang et al. investigated crystallization of the PLA component, phase morphology of the blend, mechanical properties and toughening mechanism of PLA/PBAT blends using dynamic mechanical analysis (DMA), differential scanning calorimetry (DSC), scanning electron microscopy (SEM) and an Izod impact test [2]. COLTELLI et al. examined the addition of acetyl tributyl citrate (ATBC) and PBAT to PLAT in order to improve tensile properties at low strain rate [3]. JIANG et al. studied the effects of addition of rigid nanoparticles on the tensile properties of PLA and PBAT blends [4]. YUAN et al. improved the compatibility of PLA with PBAT using maleic anhydride (MAH) and 2,5-dimethyl-2,5-di-(tert-butylperxy) hexane (L101) [5]. SIGNORI et al. studied the effect of processing at high temperature on the molecular weight distribution, the morphology and the thermo-mechanical properties of PLA and PBAT polymer alloys [6]. However, there has been less work reported on the basic mechanical properties of such plastics at high strain rates.

In the present study, the stress-strain curves of PLA and PBAT polymer alloys were measured at high strain rates (600–900 s⁻¹) using a tensile split Hopkinson bar (Kolsky bar), and at low strain rate (10⁻³ s⁻¹) using a universal testing machine (A&D Co., Ltd., RTM-500). The effects of the addition of dialkyl peroxide (compatibilizing agent) and the mixing ratio of PLA and PBAT on the Young’s modulus, the yield stress, the elongation at break, and fracture morphology were also examined.

2. Experimental methods

2.1. Materials

PLA and PBAT alloys were prepared using PLA from Toyota Motor Corporation (Eco-plastic S-17) and PBAT from BASF SE (Ecoflex). The mixing
ratios (weight fraction) of PLA and PBAT were 80:20, 70:30, and 60:40. In order to examine the effect of a compatibilizing agent, dialkyl peroxide (NOF Corporation, PERHEXA 25B) was used at a weight ratio of one. The chemical structural formulas of PLA, PBSL and dialkyl peroxide are shown in Fig. 1. The polymer alloys were prepared using a twin-screw extruder (TECHNOVEL CORPORATION) at 180°C. The screw speed was 400 rpm, and the feed rate was 100 g/min. After melt mixing, the strands prepared by the twin-screw extruder were cooled rapidly, pelletized, and then dried. Next, 5-mm-thick plates were prepared using a conventional hot press at 190°C and 5 MPa for 30 min.

Figure 2 shows photographs of the cryo-fractured surfaces of the specimens. These were taken using a scanning electron microscope (SEM, Hitachi

![Chemical structural formula of: a) PLA, b) PBAT and c) dialkyl peroxide (PERHEXA 25B).](image)

![Photographs of cryo-fractured surfaces taken using a scanning electron microscope for: a) PLA:PBAT, b) PLA:PBAT:dialkyl peroxide.](image)
In the case of specimens without a compatibilizing agent, a two-phase structure consisting of the PLA matrix and PBAT particles of the same size (domain) can be observed. PBAT spherical particles of 1–3 µm diameter for PLA:PBAT = 80:20, 1–4 µm for 70:30 and 2–5 µm for 60:40 were dispersed in the PLA matrix. When the compatibilizing agent was used, PBAT particles and phase separation were not observed.

2.2. Tensile test specimens and experimental setup

Tensile test specimens were produced from the 5-mm-thick plates using a milling machine. In the case of static tests, a gage mark area of approximately 5 mm × 5 mm and a gage length of 10 mm as shown in Fig. 3a were used. Dynamic tensile test specimens with a gage mark area of approximately 2 mm × 2 mm and a gage length of 4 mm as shown in Fig. 3b were used. The quasi-static tests were conducted with a strain rate of 10^{-3} s^{-1} using a universal testing machine (A&D Company, Ltd., RTM-500). At high strain rates of 600 to 900 s^{-1}, the dynamic properties of the specimens were examined by the tensile split Hopkinson (Kolsky) bar test [7], as shown in Fig. 4. The input and output bars were made of stainless steel (SUS304), and their diameters and lengths were 12 mm and 2000 mm. Strain gages were applied to both sides of the input and output bars at distances of 1750 mm and 350 mm from the specimen, respectively. Because the stress histories were almost the same on both ends of the specimens, the strain and stress on the specimens were calculated.
from the strain of the bars, as measured by the strain gages, using the following equations [8, 9]:

\[
\varepsilon(t) = \frac{2c_3}{L} \int_0^t \left[ \varepsilon_I(t) - \varepsilon_T(t) \right] dt,
\]

(2.1)

\[
\sigma(t) = \frac{AE}{A_S} \varepsilon_T(t).
\]

(2.2)

Here \(\varepsilon_I\) and \(\varepsilon_T\) are the axial strains induced in the input bar by the incident wave, and in the output bar by the transmitted wave, respectively. \(E\) and \(c_3\) are Young’s modulus and elastic wave velocity, respectively, of both the input and the output bars. \(L\) is the gage length. \(A\) and \(A_S\) are the cross-sectional areas of the input/output bars and specimens, respectively. Because the strain rate changed slightly during tensile loadings, it was determined using the averaged value of the strain rate-strain curve [10]. The material constants of the stainless steel (SUS304) bars used in the calculations are listed in Table 1. The specimens were preserved in a desiccator at a humidity of 30–40% until just before use in order to prevent them being affected by moisture absorption. The specimens were maintained at a temperature of 23±2°C.

Table 1. Material constants of input and output bars.

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density</td>
<td>8.0 × 10^3 kg/m³</td>
</tr>
<tr>
<td>Velocity of bar wave, (c_3)</td>
<td>4970 m/s</td>
</tr>
<tr>
<td>Young’s modulus, (E)</td>
<td>200 GPa</td>
</tr>
</tbody>
</table>

3. Results and discussion

3.1. Static tests

Figures 5a and b show the effects of PBAT content on the nominal stress-nominal strain curves at a strain rate of 10^{-3} s^{-1} using the universal testing machine. After tensile loading, the stress increased linearly with increasing strain. After showing the maximum stress, the stress decreased gradually. Cracks were observed and finally the specimens broke at the fracture point. Regardless of dialkyl peroxide addition, the maximum stress and Young’s modulus decreased and the elongation at break increased with increasing PBAT content. It seems that PBAT improved the brittleness and fracture toughness of PLA. When PLA:PBAT:dialkyl peroxide = 60:40:1, the stress remained steady at approximately 25 MPa in a strain range of 0.04 to 0.11. After that, it decreased gradually.
Figure 5. Effect of PBAT content on stress-strain curve at a strain rate of $10^{-3}$ s$^{-1}$: a) without dialkyl peroxide, b) dialkyl peroxide addition.

Figure 6 shows photographs taking during deformation of the specimen when PLA:PBAT:dialkyl peroxide = 60:40:1 in Fig. 5b. The specimens of the dialkyl peroxide addition continued to deform uniformly below a strain of 0.10 as shown in Fig. 6a. Necking started at a strain of 0.125, and a clear crack was observed at a strain of 0.185. After that, the specimens broke. It is a little difficult to see from this photograph, but whitened regions were observed near the cracks.

Figure 7 shows the effect of the dialkyl peroxide addition on the stress-strain curves at low strain rate. When PLA:PBAT = 70:30 and 60:40, the dialkyl peroxide addition affected the shape of the stress-strain curve, and after the maximum stress, the stress did not decrease rapidly, whereas when PLA:PBAT = 80:20, the dialkyl peroxide addition did not affect the shape of the stress-strain curve. In all cases, the dialkyl peroxide addition did not affect the Young's modulus, maximum stress or the elongation at break.
Fig. 7. Effect of dialkyl peroxide addition on stress-strain curve at low strain rate: 
a) 80:20 and 80:20:1, b) 70:30 and 70:30:1, c) 60:40 and 60:40:1.

3.2. Dynamic tests

Figure 8 shows the effects of PBAT content on the stress-strain curves of polymer alloy specimens obtained from the strain history and stress history using Eqs. (2.1), (2.2). When dialkyl peroxide addition was not used, the maximum

Fig. 8. Effect of PBAT content on stress-strain curve at a strain rate of 710–840 s\(^{-1}\): 
a) without compatibilizing agent, b) compatibilizing agent addition.
stress and Young’s modulus decreased with increasing PBAT content. However, a clear tendency for the elongation at break to occur was not observed. When dialkyl peroxide was added, the maximum stress and Young’s modulus decreased and the elongation at break clearly increased with increasing PBAT content. It seems that PBAT improved the brittleness and fracture toughness of PLA only when dialkyl peroxide addition was used.

In Fig. 9, the effect of the dialkyl peroxide addition on the stress-strain curves were examined at high strain rate. When PLA:PBAT = 80:20, the dialkyl peroxide addition did not significantly affect the shape of the stress-strain curve behavior. The Young’s modulus, maximum stress and elongation at break of PLA:PBAT = 80:20, were almost the same as that of PLA:PBAT:dialkyl peroxide = 80:20:1, as shown in Fig. 9a. When PLA:PBAT = 70:30, the dialkyl peroxide addition slightly increased the elongation at break. When PLA:PBAT = 60:40 as shown in Fig. 9c, the dialkyl peroxide addition significantly affected the elongation at break. As a result, when PLA:PBAT = 70:30 and 60:40, the dialkyl peroxide addition increased the strain energy, i.e. the areas under stress-strain curve before the breaking point.

![Image](image_url)

**Fig. 9.** Effect of dialkyl peroxide addition on stress-strain curve at high strain rate: a) 80:20 and 80:20:1, b) 70:30 and 70:30:1, c) 60:40 and 60:40:1.
The averaged values of all results at high strain rate are shown in Fig. 10 using bar charts. The dialkyl peroxide addition did not affect the maximum stress. The dialkyl peroxide addition increased the elongation at break for each mixing ratio as discussed in the previous paragraph. The dialkyl peroxide addition increased the strain energy. The above results could explain the improvement in the Izod impact strength as shown in Fig. 11 [11]. For comparison with the re-

Fig. 10. Effect of PBAT content on yield stress, elongation at break and strain energy at high strain rate: a) yield stress, b) elongation at break, c) strain energy.

Fig. 11. Izod impact strength of PLA/PBAT alloys [11].
results at high strain rate, the results of low strain rate are shown in Fig. 12 using bar charts. At low strain rate, the dialkyl peroxide addition did not affect the yield stress or the elongation at break. The dialkyl peroxide addition certainly increased the strain energy when PLA : PBAT = 70 : 30. However, the increased amount at low strain rate was not smaller than that at high strain rate. From these results, it was found that the dialkyl peroxide addition was effective in increasing the Izod impact strength.

Fig. 12. Effect of PBAT content on yield stress, elongation at break and strain energy at low strain rate: a) yield stress, b) elongation at break, c) strain energy.

3.3. Observation of fracture surfaces

Because the effect of dialkyl peroxide addition on the dynamic properties of polymer blends was pronounced when PLA : PBAT = 60 : 40, the fracture surfaces of specimens were observed when PLA : PBAT = 60 : 40 and PLA : PBAT : dialkyl peroxide = 60 : 40 : 1. Figure 13 shows photographs of the fracture surface after dynamic tensile tests. When PLA : PBAT = 60 : 40, the fracture surface was flat and smooth, and was perpendicular to the applied stress. It appeared that a brittle fracture had occurred. When PLA : PBAT : dialkyl peroxide = 60 : 40 : 1,
a slightly whitened and markedly uneven fracture surface was observed. The dialkyl peroxide addition caused a ductile fracture surface.

Figure 14 shows magnified images of the fracture surfaces in Fig. 13. Many holes of several hundred micrometers in diameter could be observed on the fracture surface of the specimens without the dialkyl peroxide. When the dialkyl peroxide was used, such holes were not observed. The formation mechanism for these holes is still unclear, and more detailed investigation is required. Figure 15
shows photographs of the fracture surfaces captured by the SEM. The tensile fracture surfaces at high strain rates were almost the same as the fracture surfaces after cooling using liquid nitrogen, as seen in Fig. 2. On this level, the fracture surfaces had no distinctive features. Distinctive fracture surfaces could be observed at the optical microscope level.

Figure 16 shows the fracture surface of specimens after the Izod impact tests shown in Fig. 11 [11]. Figures 16(a-1) and (b-1) show that the fracture surface
was flat and smooth when PLA:PBAT = 60:40, whereas a slightly whitened and markedly uneven fracture surface was observed when PLA:PBAT:dialkyl peroxide = 60:40:1. Optical microscope photographs in Fig. 16(a-2) and (b-2) show that there are no holes even when PLA:PBAT = 60:40, unlike the fracture surface of the dynamic tensile test sample, which has many holes. SEM photographs show that the fracture surfaces were almost the same as the fracture surfaces after cooling using liquid nitrogen as seen in Fig. 2, similar to the results of the tensile fracture surfaces at high strain rate.

4. Conclusions

The stress-strain curves of PLA/PBAT and PLA/PBAT/dialkyl peroxide specimens were measured using a tensile split Hopkinson bar method and a universal testing machine. Only in the dynamic tensile test did the dialkyl peroxide addition increase the elongation at break and change the fracture surface to a whitened form that was markedly uneven. When dialkyl peroxide was added, the elongation at break increased with increasing PBAT content. When PLA:PBAT = 70:30 and 60:40, the dialkyl peroxide increased the areas under stress-strain curve before the breaking point. It seems that the dialkyl peroxide addition caused a ductile fracture surface. This result could explain the improvement in the Izod impact strength. In order to clarify the main reason for this the degree of cross-linking should be measured.
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